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LAUNCHING INTO SPACE 

The National Interagency Coordination Group (NICG) extends you a cordial invitation 
to  attend the 1991 International Aerospace and Ground Conference on Lightning and 
Static Electricity. 

Kennedy Space Center and Cape Canaveral Air Force Station are frequently called 
America's Spaceport. This title is earned through the integration of many skills in 
a wide variety of technical fields and successful implementation throughout labor and 
management levels that enables America to reach into space. Among the many 
challenges confronting the country's primary launch site are lightning protection, 
detection, and forecasting. This conference focuses on studies that attempt to solve 
these problems by presenting papers on active research on many appropriate topics. 

The technical program for this year's conference consists of 119 papers and posters 
presented by investigators from fifteen countries making this a truly international 
effort. The conference is divided into twenty-six sessions based on research in 
lightning, static electricity, modeling, and mapping. These sessions span the 
spectrum from basic science to engineering, concentrating on lightning prediction and 
detection and on safety for ground facilities, aircraft, and aerospace vehicles. There 
is something for everyone, whether student or veteran to the field. I invite you to 
come to the conference and participate with us, sharing what you have learned and 
your concerns. 

William Jafferis 
Conference Chairman 
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LIGHTNING INDUCED CURRENTS IN AIRCRAFT WIRING USING LOW LEVEL INJECTION 

TECHNIQUES 

E G Stevens 
ERA Technology Ltd, UK 

D T Jordan 
Royal Aerospace Establishment, UK 

ABSTRACT 

Various techniques have been investigated to predict the transient current induced into aircraft wiring bundles as 
a result of an aircraft lightning strike. A series of practical aircraft measurements have been carried out together 
with a theoretical analysis using computer modelhug. These tests have been applied to various aircraft and also 
to specially constructed cylinders installed within coaxial return conductor systems. 
Low level swept frequency cw (carrier wave), low level transient and high level transient injection tests have been 
applied to the aircraft and cylinders. Measurements have been carried out to determine the transfer function 
between the aircraft drive current and the resulting skin currents and currents induced on the internal wiring. The 
full threat lightning induced transient currents have been extrapolated from the low level data using Fourier 
transform techniques. 
The aircraft and cylinders used in these investigations were constructed from both metallic and CFC (carbon fibre 
composite) matenals. The results demonstrate the pulse "stretching" phenomenon which occurs for CFC materials 
due to the diffusion of the lightning current through carbon fibre materials. TLM (transmission line matrix) 
modelling techniques have been used to compare the theoretical currents and the measured values. 

INTRODUCTION 

This paper provides a summ 

and transient injection techniques. 
The investigations have primarily been concerned with measurements of currents induced into the aircraft wiring 
harnesses as a consequence of low level injection into an aircraft fuselage. To investigate these effects various test 
rigs were erected around ground based aircraft and specially constructed test cylinders including: 
* aluminium cylinder 
* carbon fibre cylinder 
* modem non-metallic helico ter 

* modern metallic aircraft 
Each of the test subjects were fitted with specially designed return conductor systems which were derived from 
the results of com uter modelling such as "INDCAL", and using the experience and engineering judgement of the 
engineers involvei. 

eYLINDER MEASUREMENTS 

Two cylindrical tubes were constructed and installed within coaxial return conductor systems to investigate the 
effects of lightning coupling to a wire within the cylinder. One of the cylinders was constructed from aluminium 
and the other from CFC materials. 
The primary objectives of the tests were to compare the results obtained using transient injection techniques with 
the cw injection techniques, using various termination load resistance values. 

Cylinder Configuration 

The cylinders were approximately 1.5m long, 0.5m in diameter and were constructed using material of 
approximately 2 mm in thickness. The ends of the cylinders were fitted with 60 degree tapered conical extensions 
made from eight cop er bars (1/2" x 1/16") and were attached usin a circular copper fkng band. Electrical 

salt. 

of various on oing lightnin simulation techniques which have been investigated 
during trials by ERA and & to evaluate t f  e indirect e B ects of lightning strrkes to aircraft using low level cw 

* modern carbon fibre aircr a8 

contact to the CFC cy En der was achieved by electroless plating the en d s of the cylinder using a solution of a copper 



In addition each cylinder was fitted with a coaxial return conductor system approximately 2.4 m long and 1.15 m 
diameter, made from eight copper conductors (1/2" x 1/16"). The return conductor system was tapered at each 
end to maintain a constant characteristic impedance of approximately 50 hz The cylinders were each fitted with 
internal test wires which could be terminated with various loads via "N" type connectors. The design of the cylinders 
and return conductor system is shown in Figs.1 and 2. 

Cylinder Tests 

The transient injection tests were carried out at low level using a digital waveform generator which produced a 
double exponential signal with a peak amplitude of approximately 14 A, a risetime of l3 p (time to peak) and a 
half amplitude duration of 102 p. 
Transient injection was also carried out at medium level using an RAE transient generator which produced a 
double exponential signal with a peak amplitude of approximately 1100 A, a risetime of 16 p (time to peak) and 
a half amplitude duration of 58 p. 

The swept fre uency cw injection tests were carried out over the frequen range 10 Hz to 100 MHz using a network 

test wire was normalised to the cylinder drive current to obtain the transfer function. The induced current 
measurements were made using current probes. 

analyser toget B er with a selection of amplifiers. The magnitude and p 1 ase angle of the current induced on the 

Cylinder Results 

The cw transfer function measurements have been nonnalised to the transient drive waveforms using Fourier 
transform techniques to compare the results obtained using the two methods. 
Comparing the results from the transient injection tests carried out in the time domain with the cw injection tests 
carried out in the frequency domain shows that similar results are obtained. 
F i g 3  and 4 show typical graphs which compare the wire current results obtained by the two test techniques for 
the 1100 A transient using the aluminium cylinder and the CFC cylinder terminated with 50 hz The X-axis time 
scale is logarithmic to allow the full transient waveform to be observed. 
For the aluminium cylinder the initial wire transient shape approximates towards the differential of the driving 
transient followed by an overshoot and a "long tail". For the CFC cylinder the wire current is a similar shape to 
the drive current waveform. 
The cw results have also been extrapolated to the "Component A and H lightnin waveforms as specified in the 
"Yellow" book Ref.[l] and in the "OranGe" book Ref,[;! , to compare the currents. T f e highest currents are induced 
with the CFC cylinder with short circuit loads on the b 0th the wire and the cylinder. 

For the "Component A" threat (Fig. 5) the peak wire current for the CFC cylinder is 49 kA at 61 ps and for the 
aluminium cylinder the wire peak current is 2.3 kA at 7.8 p. 

For the "Component €3" threat (Fig 6) the peak wire current for the CFC cylinder is 450 A at 10 ps and for the 
aluminium cylinder the wire peak current is 140 A at 0.3 p. The transient on the wire in the CFC cylinder is 
considerably "stretched in time compared the "Component A and H" threat waveforms which peak at 6.4 ps and 
0.25 p respectively. 

Cylinder TLM Modelling 

The cylinder and return conductor s stem have also been modelled using 3D (three dimensional) TLM modelling 
to predict the current induced on d e  cylinder wire, Ref [3]. The 3D model uses a regular mesh size of 0.05 m 
whch represents a mesh cut-off frequency of 600 MHz (assuming 10 cells per wavelength). 
As a conse uence of the inherent symmetry in the return conductor system a parallel processin approach was 
used to en&e the Sun3 to be used with trans uters. The ei@t return conductors have been re B uced to four to 
enable the four transputers to be implemente B in the processmg. 
The induced wire current has been modelled at the same positions where the practical measurements were carried 
out. The impulse response has been filtered down to 100 MHz and convolved with a double exponential threat 
waveform with a peak amplitude of 1 A, a risetime of 1 ps (time to peak) and a half amplitude duration of 20 p. 
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The predicted transient current is shown in Figs.7 and 8 respectively for aluminium and CFC cylinders terminated 
with a 50 l2 load. The currents in the wire, the current h the cylinder and the current in the return conductor 
system are shown. The maximum time duration shown on the graph is only 16 p, however the wire current for 
the CFC cylinder shown as No 2 on the graph in FG.~), has not yet reached its peak value, indicating a considerable 

The computer processing time required to calculate the currents is considerable and the work is currently being 
updated to include longer time durations for the predicted data. 

time elongation o \ the transient. 

HELICOPTER MEASUREMENTS 

a series of lightning simulation tests 

from RAE (Royal Aerospace 
Aerospatiales) Meudon 

tests were camed out at CEAT 

The helicopter was installed within a coaxial return conductor system consisting of nine flexible conductors to form 
a coaxial line from the nose to the tail of the aircraft to simulate a nose to tail strike. A number of instrumentation 
wires were installed within the aircraft for the measurement of induced currents. 
The return conductor system was terminated at the tail using various loads including the characteristic impedance 
of the transmission line (approximately 50 a) and also using an open circuit and also short circuit loads. 

Helicopter Tests 

Various tests were applied by each of the trials teams and included 
* low level swept frequency carrier wave injection (by RAE) 
* low and medum level transient injection (by CEAT) 
* high voltage transient injection (by OMERA.) 
The low level transient injection tests were carried out using a reduced level waveform similar to lightning 
"Component H (H/lO), with a peak amplitude of approximately 1 kA, a risetime of 100 11s and a duration of 4 p. 

Transient injection was also carried out at medium level using a waveform similar to in shape to a lightning 
"Component D (D/20) waveform with a peak amplitude of approximately 6 kA, a risetime of 3 ps and a duration 
of 30 ps. At higher levels the peak amplitude was increased to 50 kA (D/2) with a risetime of 3 ps and a reduced 
duration of 15 ps. 
The swept frequency cw injection tests were carried out over 
network analyser together with a selection of amplifiers. The 
on the measurement wiring bundle was normalised to the 

range 1 kHz to 100 MHz using a 
angle of the current induced 
obtain the transfer function. 

The induced current measurements were made using current injection and current measuring probes. 

Helicopter Results 

A comparison has been made between results of the wire currents predicted from the cw measurements extrapolated 
to the aircraft threat test transient and the wire currents measured during the transient injection tests. 
There is a ve good agreement between the transient shapes obtained using the two test techniques although 

shown in Figs9 and 10 for the "Component D" waveform and in Fiis.11 and 12 or the "Component H waveform. 

CFC AIRCRAFT MEASUREMENTS 

A series of lightning simulation tests have been applied to a modem jet aircraft constructed from CFC materials 
to investigate couphg phenomena. 
High level transient injection and low level swept frequency cw injection transfer function tests were applied to 
investigate the degree of coupling between the alrframe and the aircraft wiriine bundles. The aircraft was installed 
on aircraft jacks within a return conductor system configured for a nose to wrng tip lightning strike. 

9 amplitude oft l z  e cw predictions is higher than the transient measurements. id graphs for different wires are 
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CFC Aircraft Tests 

The cw transfer function measurements were made between the drive current into the aircraft and the induced 
current on the aircraft Wiring bundles and extrapolated to the test transient used during the aircraft. Measurements 
were made with the aircrafl electrically inert and also electridy powered from a ground power unit to investiGate 
any differences. 
The transient injection was carried out at usin a Culham LTT transient enerator which produced a double 

2.5 p (time to peak) and a half amplitude duration of 14 m. 
exponential signal with a variable peak amplitu t e of up to approximately 40 fA, with a risetime of approximately 

CFC Aircraft Results 

A comparison has been made between results of the wire currents predicted from the cw measurements extrapolated 
to the aircraft threat test transient and the wire currents measured during the transient injection tests. There was 
no significant difference in the swept frequency cw transfer function measured with the aircraft powered and 
un-powered. 
There is a good agreement between the cw and transient test techniques and the results obtained for two typical 
wiring bundles are shown in Figs.13 and 14. 
The cw results for a typical wiring bundle have been normalised to the "Component A" and "Component H" 
waveforms in Figs.25 and 16. For the "Component A" waveform the peak current occurs at approximately 100 p 
with a level of over 400 A. Also for the "Component w" waveform it can be seen that considerable elongation has 
occured. 

METALLIC AIRCRAFI' MEASUREMENTS 

A series of swept frequency cw skin current measurements have been a plied to a modern metallic aircraft at the 
RAE (Royal Aerospace Establishment) Farnborough UK. The aircrak was installed within a return conductor 
system to simulate a lightning strike entering at the aircraft nose and exiting at the tail. The return conductor 
system consisted of twelve copper tubular conductors to form a coaxial line, Refs[6], [7l and [SI. 

Metallic Aircrafl Tests 

Swe t frequency cw skin current measurements of transfer function were made at various locations over the aircraft 

point on the aircraft. The transfer function was measured at various positions along the fuselage and out onto the 
wings of the aircraft as shown pictorially in Fig.17 (return conductor system omitted for clarity). 
The return conductor system was terminated in turn by its characteristic impedance, by a short circuit and also by 
an open circuit. The measurements covered the fr uency range 100 Hz to 100 M H z  and were carried out using 
direct injection techniques into the aircraft nose 3 measurement of the transfer function using a skin current 
probe and a network analyser. 

Metallic Aircraft Results 

fuse P age. The reference skin current was initially measured at the 1 m circumference position on the nose injection 

The results are shown as the magnitude and phase an e of the skin current with respect to the nose in'ected skin 
current. In general the skin current was reasonably drm for frequencies below approximately3 MHz (resonance 
of return conductor system) and varied approximately as expected with the size of the surface circumference of 
the aircraft fuselage. At higher frequencies the skin current varied by u to + /- 30 dB at some of the resonant 
frequencies. Typical results are shown in the following section on modehg. 

Metallic Aircraft TLlM Modelling 

The aircraft and return conductor system have been modelled using 2D (two dimensional) and 3D (three 
dimensional) TLM (transmission line matrix) modelling to predict the cw response of the airframe Refs [9] and 
[lo]. The 3D model uses a mesh size of 0.21 m (143 MHz mesh cut-off frequency) and represents the twelve return 
conductors as eight flat plates. The number of return conductors was reduced to allow a sufficient number of 
TLM nodes between the return conductors to obtain the correct magnetic field distribution. 
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The airframe skin current has been modelled at the same positions where the practical measurements of skin 
current were carried out. Both the ma tude and phase angle of the skin current have been modelled and com are 
well with the measured values at all P ocations. Figs.18 and 19 compare the magnitude and phase angle o P the 
measured skin current transfer function with the modelled values. 
It is hoped that these modelling techniques will be extended for future work to assist with the prediction of lightning 
transient currents on aircraft equipment and wiring bundles. 

CONCLUSIONS 

Various swept frequency cw and transient injection techniques have been examined and compared to investigate 
the indirect effects of an aircraft lightning strlke and the coupling to aircraft equipment and wiriig bundles. There 
is a good correlation between the results obtained using these two techniques. 

modelling technigues have been used to predict the skin current distribution on aircraft and the currents 
induced onto wires inside cylinders. A good correlation has been achieved between the modelled values and 
practical measurements. 
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G VHF RADIO 

C. T. Rhodes*, . Shao, P. R. Krehbiel and R. Thomas 
exico Institute o and Technology 

1 

A single-station, multipl~baseline radi0 interferometer has been used to locate the direction of VHF 
radiation from lightning discharg icrosecond time resolution. R iation source directions and 
electric field waveforms have been own events. These include initial 
breakdown and ‘K’-type events of initial and subsequent strokes to 
ground and activity during and fo ion during the initial breakdown of a flash 
and in the early stages of initial leaders to ground is found to be similar. In both instances the activity 
consists of localized bursts of radiation that are intense and slaw-moving. Motion within a given burst is 
unresolved by the interferometer. Radiation from in-cloud K-type events ia essentially the same as that 
from dart leaders; in both cases it is produced at the leading edge of a fast-moving streamer that propagates 
along a well-defined, often extensive path. K-type events are sometimes terminated by fast field changes 
that are similar to the return stroke initiated by dart leaders; such K-events are the in-cloud analog of the 
dart leader-return stroke process. 

Radiation from the above processes is produced exclusively by negative-type breakdown, in agreement 
with the findings of other investigato~. n during return strokes initiated by dart leaders sometimes 
progresses away from the top end of th hannel as an apparent positive streamer. These streamers 
appear to establish channel extension hes that are later traversed in the opposite direction by 
negative-polarity streamers of and dart-leader events. Finally, a new phenomenon has been identified 
whose electric field waveform resembles that of a highly branched, initial-type leader, but which transports 
negative charge horkontally and slowly from the eventual channel to ground. The breakdown is 
observed to be terminated by a fast dart leader to ground from the source region of the activity. 

ous types o 

INTRQDU~TION 

Radio interferometry is continuin to provide a powerful technique for studying lightning discharge 
processes. The use of interferometric techniques for studying lightning has been discussed in detail by 
other investigators (e.g. Hayenga [1979], Richard and Auffray [1985], Rhodes [1989]). In this paper we 
present results from a two-dimensional interferometer system of different types of breakdown processes that 
occurred during two multiple-stroke discharges ground, one of which was preceded by extensive intracloud 
activity. The discharges occurred over Socorro, ew Mexico, during the 1988 summer thunderstorm season. 

THE I~TERFERQMETER SYSTEM 

Interferometeric techniques determ of radiation signals by measuring the phase 
The array used in this study consisted of five 

ach of two orthogonal directions in a horhontal 
ate but ambiguous estimates of the source 

nd provided come but unambiguous determinations of 
the long-baseline measurements. 

The interferometer operated at a center frequency of 274 MH5 with a 6 MHa bandwidth and a time 
each of the short and long baselines was continuously recorded 
separate measurements of the logarithmic RF power and fast 

) field change was sampled with 20 ps time resolution 
formation. The decay time constant of the fast and 
nd 10 s, respectively. Data from lightning flashes of 

direction. The short base 

resolution of 1 microsecond. Phase dat 
on a high density digital recorder alon 
electric electric field change. The elec 
and recorded along as part of serial 
slow electric field change measureme 

* Now at Loe Alamos National Labor 
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Figure 1: a.) Overview of Flash 153844. Composite of a K-event during the preliminary intracloud activity, 
dart leadem for strokes 3,4, and 5, and several in-cloud streamers between stroke 4 and 5. b.) Overview of 
Flash 155325. Composite of leaders for strokes 3, 4,7, 8,9, and several streamers after continuing current 
stroke 8. 

interest were played into an analysis computer where they were analyzed in detail using interactive graphics 
software. 

DATA AND RESULTS 

Figure 1 shows composites of selected results for the two flashes, which occurred at 15:38:44 and 15:5325 
on Day 236 (August 23), 1988. Flash 153844 lasted about 1.2 seconds and consisted of 360 ms of intracloud 
activity followed by 5 strokes to ground. Flash 155325 lasted about 1 second and began with the initial 
leader to ground; it produced 9 strokes down the same channel. Both discharges went to ground 5-10 km 
north of the interferometer site and had in-cloud channels which developed toward and on the opposite 
side of the interferometer. The strokes of both flashes were of normal polarity, i.e. they lowered negative 
charge to ground. 

The composites provide an overview of most of the channels and branches of each flash. The figures show 
the source directions in azimuth-elevation format and graphically depict the channel to ground. Cloud baae 
was between 20' and 30' elevation along the vertical channel to ground, so that the channels above this 
point were inside the storm. The discharges are seen to have been substantially branched inside the cloud. 
Flash 153844 (Figure la) began at the location denoted by the circled region and established channels 
A - E during the intracloud phase of the flash. The initial leader to ground began near the flash start 
point and established the channel followed by subsequent leaders and strokes. The third stroke initiated a 
continuing current that originated along the D and E segments. Later strokes originated farther along the 
main left-hand channel on the other side of the interferometer. 

Flash 155325 exhibited substantial and complicated branching into the top of the vertical channel to 
ground. The branches were followed by different strokes of the flash and by k-events late in the flash. The 
left branch extended overhead and past the interferometer site; other branches connected into the channel 
to ground from different directions. 

INITIAL BREAKDOWN 

Flash 153844 began with a long interval of in-cloud breakdown that lasted about 360 ms and culminated 
in the development of an initial leader to ground. Figure 2(a) shows radiation source locations for the 
initial 70 ms of the in-cloud activity, termed interval A. Radiation during the hst  60 ms of A (labelled A l )  
consisted of series of bursts whose sources drifted slowly in the direction of increasing azimuth, as indicated 
by the arrow. During each burst the radiation sources were localized and their extent or motion was not 
resolved by the interferometer, but the centers of successive bursts continually moved in the direction 
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Figure 2: a.) Activity during the initial 70 ma of breakdodrn for Flash 153844. b.) Radiation and electric 
field waveforma for event A2 that completed the initial A activity. 

of progression. The activity culminated with a strong burst of radiation just beyond the end of the A 1  
activity, labelled A2. 

Figure 2(b) shows time waveforms for the A2 event. The event began with a brief burst of radiation 
from a localbed region on the edge of A2 closest to Al .  The electric field subsequently increased at a 
steady rate until, 1.5 ms later, radiation developed just beyond the region of the initiating burst and 
increased in intensity until a large, rapid electric field change occurred. During this time the radiation 
sources continued to be displaced away from the location of the initial burst and continued the overall 
progression of breakdown away from the flash start point. 

The electric field change was positive du&g the entire A event, indicating that negative charge waa 
transported away from the observation site, or, equivalently, that positive charge was transported toward 
the site. Later results for the flash show that the A activity progressed away from the observation site; the 
activity therefore transported negative charge in its direction of progression. (The negative-going change 
at the end of fast electric field record in Figure 2b waa due instrumental decay, of 0.1 ma time constant.) 

Assuming that the preliminary activity was 5-6 km above ground level (AGL), as found by Krehbiel et 
al. [1979] in a similar storm from the same area, and noting that the sources were at about 60' elevation, 
we infer that the initial activity was about 3 km plan distance from the interferometer. Elom this and 
from the angular extent of the source motion, the projected extent of the A progression was about 1 km. 
The projected average speed of progression was therefore about 1.5 x lo4 m/s. 

Figures 3 and 4 show results for two K-type events which occurred 212 and 231 ms into Flash 153844. 
Both events retraced the path of the A activity of Figure 2 and extended the A path. The first K-event is 
labelled C and is shown in Figure 3. It began with 500 ps  of localized radiation in the flash start region 
(Cl) and continued after a brief lull with a well-defined streamer (62, the first streamer of the flash) that 
rapidly retraced the path of the A activity and extended the far end of the channel upward in elevation and 
backward in azimuth. The electric field increased continuously during the C2 streamer progression, again 
indicating the transport of negative charge away from the interferometer. As the streamer reached the 
end of its extent the radiation dropped abruptly in amplitude and the fast electric field signal saturated. 
Lower-amplitude radiation persisted for about 100 ps at the far end of the streamer path, then a final burst 
of radiation (C3) progressed backward along the vertical segment midway along the streamer channel. The 
entire event lasted about 1 ms, typical of K-events. 

Results for K-event D are shown in Figure 4. This event substantially extended the breakdown to the 
left of the flash start region. Two precursor events, DO and D1, occurred at a distance beyond the flash 
start region and were directed toward the flash start region. DO was a short streamer that propagated 
into the starting point of D1; D1 was a slightly longer and more intense streamer that propagated into 
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Figure 3: K-event C, 212 ma into the preliminary activity of Flash 153844. 
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Figure 4: K-event D, 231 ma into the preliminary activity of Flash 153844. 

the starting point of the final D2 streamer. D2 progressed rapidly into the flash start region and (without 
pause) along the full extent of the C channel. When D2 reached the end of its extent, a fast field change 
occurred and the the radiation abruptly dropped in amplitude. The fast field change indicates that the 
current rapidly increased along the D channel. 

Event D enables the polarity of the streamers to be clearly established. As will be seen later, the 
channel extension to the left of the flash start point (DO, D1, and the initial p a t  of D2) was traversed in 
the same direction by negative-polarity dart leaders later in the flash. The electric field change of the dart 
leaders had the same polarity as the D streamers, indicating that the C and D streamers (as well as the A 
activity) were also of negative polarity. Knowing the polarity of the C and D streamera, the fact that each 
produced a positive field change implies that they progressed away from the interferometer site. The fact 
that the elevation angle of the streamers increased at their far end therefore indicates that they developed 
vertically upward in the cloud, or had an upward component. (The alternate possibility, that the elevation 
increase was caused by horizontal motion toward the interferometer, would have produced a field change 
of the opposite polarity.) 

Assuming that the total length of the C streamer was 2-3 km, its velocity is inferred to have been 
1 - 1.5 x lo7 m/s, several orders of magnitude greater than that of the A activity. The velocity of the D 
streamer was comparable to that of C. 

Event D is significant for another reason. A careful analysis of the observations prior to D has shown 
that no radiation occurred along the channel extension established by DO, D1, and the initial part of 02.  
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Figure 5: Results for the 4th stroke of Flash 153844. a.) Radiation sources for the dart leader; b.) time 
waveforms; c.) radiation sources at the end of the return stroke; d.) radiation sources following the return 
stroke. 

The channel appeared to be extended by breakdown which began at a distance from previously-detected 
activity, and the extension streamer was fast even though no prior radiation was detected along the b t  
half of its path. It is significant that several breakdown events preceded the final streamer; each appeared 
to enhance the local electric stress for the subsequent event. 
DAftT LEADERS AND RETURN STROKES 

Figure 5a shows radiation sources of a typical dart leader, in this case for the leader of the fourth stroke 
to ground of Flash 153844. Time waveforms for the leader are shown in Figure 5b. Dart leaders radiate 
strongly at their advancing tip and usually progress continuously along a well-defined channel to ground. 
In this instance the leader required 1.7 ms to reach ground and propagated over a substantial horizontal 
distance within the cloud before turning vertically downward to ground. The leader began south of the 
interferometer and propagated overhead and to the north, reaching a maximum elevation of about 75' 
while passing overhead. The radiation ceased at the beginning of the return stroke, whose electric field 
change saturated the fast field change channel. 

During the return stroke the radiation remained quiet for about 200 ps, after which time three radiation 
bursts occurred of increasing intensity (interval 4L1). The radiation sources for the bursts are shown in 
Figure 5c and progressed rapidly away from the far end of the leader channel. The field change of the final 
burst wan strongly negative, indicating that positive charge was transported along the channels away from 
the interferometer. The events are therefore inferred to have been positive-type streamers and appeared to 
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Figure 6: Results for the 5th stroke of Flash 153844. a.) Time waveforms, b.) radiation sources for the 
leader, c.) radiation sources at the end of the return stroke. 

occur when the return stroke arrived back in the source region of the leader. Careful analysis of the activity 
prior to the fourth stroke indicates that no radiation occurred along the a-c branch or the b extension; 
therefore the streamer events appeared to create the branch and the channel extension. As we later show, 
the a-c branch was traversed by the next stroke of the flash. 

Figure 5d shows radiation source locations for the remainder of the stroke (interval 4L2). For about 2 
ms following the 4L1 bursts, negative-type streamers repeatedly propagated along two other branches into 
the channel of the dart leader and return stroke. These branches had been active during the interstroke 
interval between the third and fourth strokes. The electric field records of Figure 5b show that these 
events renewed the current %ow in the channel and indicate that charge transported into the channel by 
the streamer events went all the way to ground. That no radiation was detected along the main channel 
during the return stroke or during the 4L2 events is typical and indicates that radiation is not produced 
by current flow along already conducting channels, but predominantly by breakdown processes. 

The total length of the 4th-stroke leader is estimated to have been about 20 km, and the average speed 
of the leader as about 1-1.5 x lo7 m/s. This is similar to the speeds of the K-streamers. The return stroke 
is estimated to have taken 200 ps to travel back along the channel (equal to the duration of the quiet 
period), and therefore travelled at a speed of about 1 x 10' m/s. 

Figure 0 shows results for the fifth and final stroke of Flash 153844. The leader for the stroke was 
initiated 220 ms after the fourth stroke and took a relatively long time to progress to ground (14 ms). 
The leader travelled rapidly (about lo7 m/s) until reaching its approximate mid-point, close to the highest 
elevation angle, and then progressed more slowly (less than IO6 m/s) to ground. The initial segment was 
along the a-c branch established at the end of the fourth stroke; this channel was retraced and extended 
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Figure 7: Results for the 3rd stroke of Flash 153844, which initiated a continuing current. a.) Time 
waveforms, b.) radiation sources for the leader. 

numerous times during the intenrening interstroke interval. The return stroke was less intense than the 
fourth stroke and did not saturate the electric field records. It was accompanied by a quiet period of about 
1 ms duration in the radiation waveform, and then by a single burst of radiation back in the leader source 
region. As during the fourth stroke, the radiation sources of the burst progressed away from the source 
region of the leader and produced a field change indicative of a positive streamer. Assuming that the 
streamer was initiated by the arrival of the return stroke back in the source region, the speed of the return 
stroke was about 2 x lo7 m/s, a factor of five slower than the speed of the previous, more energetic stroke. 

Figure 7 shows results for the leader of the third stroke of Flash 153844, which initiated a continuing 
current discharge to ground. The leader lasted about 2 ms and was comprised of an unusually complex 
sequence of breakdown events. Upon 
contacting ground, the radiation decreased in amplitude but, unlike the later strokes, did not become 
quiet. Rather, it radiated intermittently during the beginning of the return stroke, from successively 
higher points along the channel as the upward-moving return stroke encountered apparent branch points 
on the channel. Several M-type events occurred during the continuing current, the first of which can be 
seen just after 484 ms in Figure 7a. Radiation from this M-event began at a distance to the right of 
the right-hand branch and progressed into the branch, indicating that this was the charge source for the 
increased current flow to ground. Later M-events originated from the far end of the left-hand branch. The 
continuing current was therefore supplied with charge along both leader branches. Branching or leader 
complexity is not a necessary component of continuing current discharges, however, as a continuing current 
event during Flash 155325 was initiated by a simple dart leader. 

Figure 8 shows results for one of the dart leaders of Flash 155325 and illustrates another type of post- 
leader radiation that was observed in several strokes of that flash. In particular, the radiation dropped 
abruptly in amplitude at the beginning of the return stroke but otherwise continued through the time of 
the return stroke, uninterrupted by quiet periods. After the leader reached ground, the radiation source 
switched immediately to region a to the left of the top of the leader. 150 ps later, at about 100.9 ms, two 
larger-amplitude bursts occurred at the top of the leader channel (b )  that signified the arrival of the return 
stroke at this location. (The time delay corresponds to a return stroke velocity of about 0.5 - 1 x108 
m/s.) Because the o radiation preceded the arrival of the return stroke at the top of the channel and was 
smaller in amplitude than the final leader radiation, it appeared to be produced by breakdown that was 
concurrent with the leader and that was revealed only when the stronger radiation of the descending leader 
was extinguished. No direction of progression or charge transfer could be determined for the a activity, 
as the source locations were dominated by scatter and the fast electric field record had saturated. The a 
branch became the path of the leader for the next stroke of the flash; this is similar to results obtained for 
the stroke of Figure 5 with the difference in this case that the path was established as part of the leader 
activity, rather than by the return stroke. 

The time sequence of the events is as indicated in the figure. 
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Figure 8: Results for the leader and return stroke of the 3rd stroke of Flaah 155325. a.) Time waveforms, 
b.) radiation sources for the leader, c.) post-leader radiation sources. 
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Figure 9 shows time waveforma and radiation source locations for the initial leader to ground of Flash 
153844. The total duration of the leader was 50 ma. The leader began abruptly with intense and localhed 
bursts of radiation that began in the start region S and progressed slowly but steadily away from the start 
region along a relatively well-defined channel. As in the initial breakdown of Figure 2a, the extent or 
motion of the sources during a given burst was unresolved by the interferometer. About halfway through 
the leader, when the sources had moved down to about 30° elevation, the bursts increased in frequency and 
the radiation became continuous and more widespread. The radiation continued in this manner, increasing 
in intensity until reaching ground. The increased width of the channel below SOo elevation is indicative of 
branching; this is confirmed by results for the subsequent strokes of the flash, whose dart leaders delineated 
several slightly different branches along the lower channel to ground. 

Superimposed on the main leader activity were a number of fast streamers that progressed into the 
leader start region, as shown in Figure 9b. The Occurrence of these events can be seen in a time plot of the 
phase data, shown in Figure 9c. The streamers funneled negative charge into the developing leader along 
several channels that were established during the preceding intracloud activity. 

The average speed of progression of the initial leader to ground is estimated to have been about 1.SX 108 
m/s. It is not known when the leader became stepped, as the electrostatic component of the field change 
dominated aver the radiation component due to the close proximity of the flash. Waveforms similar to 
those of Figure 9 are obtained for the initial leaders of other flashes (e.g. Rhodes and Krehbiel(19891). 

Figure 10 shows expanded time waveforms and source locations for a 2 ma time interval at the end 
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Figure 9 Results for the initial leader to ground of Flash 153844. a,) Time waveforms; b.) radiation 
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of the initial leader through the time of the return stroke. The return stroke field change lasted about 
0.6-0.7 ms and had several components. At  its beginning, the fast field record shows the occurrence of a 20 
pa precursor change, indicative of an upward-moving streamer that completed the connection to ground. 
The ensuing return stroke quickly saturated the fast field change record, but, as seen on the less-sensitive 
slow field change record, produced only a small electrostatic field change. A larger stroke occurred 200 ps 
later, simultaneous with a noticeable increase in the radiation intensity. 

At the onset of the return stroke, the radiation amplitude did not change significantly from that of the 
leader but the source locations indicate that a sequence of two u s (a and c) occurred 
along the lower part of the channel. These are seen just after ion-time plot of 
Figure lOc, and initiated the small-amplitude initial return strok 
404.3 ms was accompanied by even stronger radiation that also e lower part of the 
channel (d). The radiation moved up to about 30' elevation in ab abruptly switched 
to higher elevation and progressed backward along the right-h 
radiation was detected along the unbranched upper half of the leader channel. The concentrated sources 
labelled a at the bottom of the channel in Figure lob were produced at the end of the leader; no source 
motion was detected during the final connection event. 

Jn NEW TYPE OF HYBRID LEADER EVENT 
Figure 11 shows results obtained for the leader of the 6th stroke of Flas 155325. The static electric 

field change for this leader resembled that of a second initial-type leader along a new channel to ground, in 
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Figure 10: Radiation sources during the initial return stroke of Flash 153844 a.) Time waveforms, b.) 
radiation source locations, c.) elevation angle vs. time. 

that it was long in duration and increasingly negative leading up to the return stroke (Figure l la).  But the 
radiation sources for the event show that it was a totally different and new type of phenomenon (Figure Ilb). 
In particular, widespread, continous radiation began at a low elevation angle in the direction of the previous 
channels to ground and progressed slowly and contmously toward and past the interferometer along an 
apparently horizontd path. The sign of the electric field change indicates that the breakdown transported 
negative charge in its direction of progression, i.e. that it was negative-type breakdown. 

After about 60 ms, a dart leader originated back in the source region of the slow breakdown and 
progressed rapidly in the opposite direction to ground. The dart leader and stroke were also of negative 
polarity, therefore both the slow activity and the dart leader/stroke transported negative charge away from 
their common source region. We speculate that the slow moving radiation was produced by the highly- 
branched and slow-moving ‘finger’ type discharges that axe sometimes observed to propagate horizontally 
through the base of older storm complexes. F’urther study is required for a better understanding of this 
hybrid phenomenon. 

SUMMARY AND DISCUSSION 

VHF radiation from lightning typically occurs in bursts and and can be classified as falling into one 
of two categories: a) that produced by fast-moving streamer events which propagate along well-defined 
channels during a given burst, at typical velocities of about lo7 m/s, but sometimes down to - 10‘ m/s, 
and b) localized, intense radiation whose motion within a burst is not resolved but whose centroid moves 
slowly from burst to burst. In both cases, the breakdown is predominantly negative, Le. negative charge 
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Figure 11: Results for the leader of the 6th stroke of Flash 155325 a.) Time waveforms, b.) radiation 
source locations. 

is transported in the direction of progression; in agreement with the results of other studies (e.& Proctor 
[1981, 19881, Richard et al. [1985]). Radiation is sometimes observed from positive breakdown events, 
however, as discussed later. 

Fast-moving streamers are a feature both of in-cloud ‘K’ events and of dart leaders to ground, and 
appear to be the same process in both instances. Some K-events are terminated by fast field changes 
(Figure 4), which indicate a rapid increase in current along the streamer channel and are analogous to the 
return stroke initiated by a dart leader. Many K-streamers do not produce a fast field change, however, 
but simply die out after traveling some distance. Although not shown in this paper, aborted dart-type 
events are observed which also die out before reaching ground (Figure 8, Richard et al. [1986]; Rhodes 
[1989]). This essentially eliminates any distinction between the dart- and K-type events. 

Localbed, slow-moving radiation is observed during the initial breakdown of a flash and during initial 
leaders to ground (Figures 2 and 9, respectively). In these instances the speed of progression is on the 
order of lo6 m/s. During initial leaders the radiation often becomes more widespread with time, indicating 
the occurrence of branching. A new type of hybrid breakdown event has been identified which resembles 
an initial-type leader in that the radiation sources are slow-moving and widespread, but which progresses 
horizontally within the storm and is observed to spawn a dart leader in the opposite direction to ground 
(Figure 11). 

Several types of radiating events are observed during and after return strokes. For initial strokes, the 
radiation is observed to increase in amplitude during the return stroke and to progress rapidly up the lower 
part of the channel, either in one well-defined event or, in more complex situations, as a sequence of several 
upward-propagating events (Figure 10). Radiation later in the return stroke is observed from or beyond 
the source region of the leader. 

For strokes initiated by dart leaders, the radiation is observed usually to decrease in amplitude when 
the leader ends and the return stroke begins. Often there is a quiet period of little or no radiation during 
the return stroke, as has been noted by other investigators (e.g. Hayenga, [1984]; Richard et al. [1986]). 
The quiet period is terminated by a burst or bursts of radiation back in the source region of the leader. 
Two types of post-quiet period bursts have been identified: those which travel away from the top end of 
the leader channel and those which travel into it. The former appear to be launched when the return 
stroke arrives at the upper end of the channel. From their direction of progagation and from the sign of 
their electric field change, these appear to be positive-type streamers. The streamers are fast and extend 
the channel or develop new branches that are sometimes followed by the leaders of subsequent strokes 
(Figure 5c). Bursts which travel into the top end of the leader channel do so as negative streamers that 
appear to renew the current flow along the entire channel to ground (Figure 5d). 

Other strokes initiated by dart leaders do not have a quiet period during the return stroke. In these 
instances, also noted by Takagi [ 19691 and Hayenga [1984], the radiation continues with decreased amplitude 
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after the leader contacts ground (Figure 8). The radiation occurs from breakdown adjacent to the leader 
source region. Because the radiation is continuous and precedes the arrival of the return stroke back in the 
source region, it is likely that it is from breakdown that developed simultaneous with the leader and that is 
revealed only when the stronger radiation from the descending leader tip is extinguished. The polarity of 
the breakdown has not been established, but the breakdown appears to establish new channels 01: branches 
followed by subsequent activity. Delayed radiation is also observed which is associated with the arrival of 
the return stroke back in the source region o€ the leader. 

Finally, radiation is sometimes observed which moves up the channel to ground during return Strokes 
initiated by dart leaders (Rhodes [1989], Figure 7). In this instance, the radiation occurred at apparent 
branch points along the lower to middle part of the channel as the return stroke reached the branch points. 

We turn now to a discussion of how new channels develop and extend during intracloud activity, prior 
to the occurrence of cloud-to-ground strokes. This happens either as a result of slow-moving negative 
breakdown, as in Figure 2, or in a retrograde manner by negative streamers which begin at a distance 
from previously detected activity (Figure 4). The retrograde streamera are observed to propagate at a 
fast speed (lo7 m/s) even though no radiation has been detected along the extension path. This leada to 
the question whether the streamers have been preceded by other breakdown which was not detected - in 
particular by a positive streamer or streamers which propagated uway from the earlier (negative) activity. 
The existence of such streamers has been proposed by Maaur [1989a1 on the basis of gaps observed in the 
development of extensive intracloud discharges by Richard et al. [1985], and on the basis of observations of 
bi-directional breakdown in aircraft-triggered lightning. Mazur proposed that the disconnected, retrograde 
negative streamers were recoil events along the channels of VHF-invisible positive streamers that develop 
as part of a bi-directional breakdown process. 

Other than the speed of the streamer, there is no indication that the D extensions of Figure 4 followed 
the path of invisible positive breakdown. Several points argue against the invisible streamer hypothesis. 
The 6rst is that the extending D streamer requked three breakdown attempts to get started. If it were 
a recoil event along a positive streamer channel it might be expected that one of the earlier attempts at 
the recoil would have been successful. Rather, the observed sequence of events behaved more like the local 
triggering of breakdown in enhanced fields generated at a distance from the prior activity. Second, positive 
streamers appear to be observed at other stages of a flash, as described earlier, that do radiate. This leads 
one to question the assumption that positive streamers in virgin air would be invisible at VHF. In the case 
of K-changes and dart leaders, it is the initiating (negative) streamer that radiates and the recoil (positive) 
event that does not radiate. 

Event A2 of Figure 2 provides a possible example of a different kind of non-radiating positive streamer. 
For 1.5 ma between the initial and final radiation bursts of this event, the electric field increased steadily 
as if positive charge were being transported toward the interferometer site, but little or no radiation was 
produced. Then a final radiation burst occurred from negative breakdown which progagated away from the 
interferometer. This suggests sequential bi-directional breakdown away from the initial A2 burst location 
that is analogous to case 2) of aircraft-triggered lightning in the study by Mazur [1989b]. If this explains the 
observations, it is likely that the positive streamer progressed along the path established by the preceding 
A 1  activity. The lack of radiation is then explained as being due to the existence of prior breakdown along 
the positive streamer path. 

The streamer events of Figure 5c and Figure 6c are examples of (rapid) positive streamers that radiate 
and have not been preceded by detected breakdown. Positive streamers also occur at the beginning of 
rocket-triggered lightning (e.g. Laroche et ai.; Nakamura et al.; this conference) that are not preceded by 
other breakdown, and it should be relatively easy to  determine if these radiate detectably. 

REFERENCES 

1. Hayenga, C. O., Positions and movement of VHF lightning sources determined with miscrosecond res- 

2. Hayenga, C. O., Characteristics of lightning VHF radiation near the time of return strokes, J .  Geo- 

olution by interferometry, Ph.D. Thesis, Univ. of Colo., Boulder, 1979. 

phys. Res. 89, 1403-1410, 1984. 

68A- 12 



3. Krehbiel, P. R., M. Brook and R. A. McCrory, An analysis of the charge structure of lightning discharge 
to ground, J .  Geophys. Res. 84, 2432-2456, 1979. 

4. Laroche, P., V. Idone, A. Eybert-Berard and L. Barret, Observations of bidirectional leader development 
in triggered lightning flash, this conference. 

5. Maeur, V., Triggered lightning strikes to aircraft and natural intracloud discharges, J. Geophys. Res. 
94, 3311-3325, 1989a. 

6. Mmur, V., A physical model of lightning initiation on aircraft in thunderstorms, J. Geophys. Res. 94, 
33263340, 1989b. 

7. Nakamura, K., A. Wade and K. Horii, Discussions of a long gap discharge to a transmission tower by a 
rocket triggered lightning experiment, this conference. 

8. Proctor, D. E., VHF radio pictures of cloud flashes, J. Geophys. Res. 86, 4041-4071, 1981. 

9. Proctor, D. E., R. Uytenbogaardt and B. M. Meredith, VHF radio pictures of lightning flashes to 
ground, J. Geophys. Res. 99, 12,683-12,727, 1988. 

Institute of Mining and Technology, SOCOITO, 1989. 
10. Rhodes, C. T., Interferometric observations of VHF radiation from lightning, Ph.D. Thesis, New Mezico 

11. Rhodes, C. T. and P. R. Krehbiel, Interferometric observations of a single stroke cloud-to-ground flash, 
Geophys. Res. Letters 16, 1169-1172, 1989. 

12. Richard, P. and G. Aufiay, VHF-UHF interferometric measurements applications of lightning discharge 
mapping, Radio Science, 20 2, 171-192, 1985. 

13. Richard, P., J. Appel, and F. Broutet, A three-dimensional interferometric imaging system for the 
spatial characterization of lightning discharges, Proceedings, 10th International Aerospace and Ground 
Conference on Lightning and static Electricity, Paris, &ance, 1985. 

14. Richard, P., A. Delannoy, G. Labaune and P. Laroche, Results of spatial and temporal characterization 
of the VHF-UHF radiation of lightning, J. Geophys. Res. 91, 1248-1260, 1986. 

15. Takagi, M., VHF radiation from ground discharges, Proc. Res. Inst. Atmos. Nagoya, 16, 163-168, 
1969. 

68A- 13 



THE PHYSICS OF THE OSCILLATING LIGHTNING 

Per B. Storeba 
Norwegian Defence Research Establishment 

N-2007 Kjeller, Norway 

ABSTRACT 

The l ightning is proposed to start i n  a limited region of electric 
break-down f i e l d .  A growing charge pool i n  a cumulonimbus cloud is l i k e l y  
to produce such a f i e l d  i n  its outer layers. When the  f i e l d  is not  aligned 
with the poten t ia l  surfaces ,  the electric force pushes pos i t ive  charge in 
one d i rec t ion  and negative i n  the opposite. Self-inductance develops and 
an embryo open electric c i r c u i t  is born. Oscillations swif t ly  g r o w  i n  
s t rength when poten t ia l  energy of the cloud is released. The channel 
extends in s t eps  during those cycle-stages where charge is crammed i n t o  
the channel terminals. 

are computed. The conductor is charged by influence to such a degree t h a t  
the charge is bound to  leak out  to  the ambient air and appear as a charge 
sheath some dis tance off the channel. Ample energy is released to sus ta in  
the osc i l l a t ions .  The period increases with channel length and agrees w e l l  
with observed t i m e  between steps.  

Electro-static consequences of a narrow conductor among the cloud charges 

A ground s t r i k e  leads to a shock-pulse t rave l l ing  up the channel. 

INTRODUCTION 

The start locat ion of a l ightning event is within a cumulonimbus cloud and 
therefore out  of s igh t .  The highly v i s i b l e  event, par t icu lar ly  during the 
night,  is the f i n a l  stage. That stage has been intensely studied by various 
photographic means. Electrostatic and electrodynamical instruments observe 
the l ightning as an e n t i t y  from some distance.  The total descr ipt ion 
gathered lacks some d e t a i l  and is fe l t  to be puzzling i n  many respects.  

A model for the phenomenon should obviously lead to l ightning 
cha rac t e r i s t i c s  i den t i ca l  to  those observed. The more important 
cha rac t e r i s t i c s  are the following: 

- Before the l ightning event the electric charges are on cloud 
droplets  or i n  the air ,  i. e. on isolators. The l ightning 
collects charge i n  a f rac t ion  of a second. 

- The channel extends i n  s t eps  of the order  of 50 m over a b u t  
1 ps. It apparently "rests" for some 50 ps inbetween. The 
whole channel is v i s i b l e  when a new s t e p  takes place. It 
seems to become ex t inc t  inbetween. 

- The return s t roke shows up as a l i g h t  pulse t rave l l ing  upwards 
along the channel. Later s t rokes are l i g h t  pulses as w e l l ,  
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going down and then up the channel. 

- The electric current  is more pronounced in the re turn s t roke  
than i n  the  stepped leader. Electric f i e l d  changes associated 
with the l ightning last longer than the  v i s i b l e  l ightning. 

It is the purpose of t h i s  paper to point ou t  t h a t  the cha rac t e r i s t i c s  
above are those of a progressing aerial conductor undergoing free electric 
osc i l l a t ions .  Some electro-static consequences of such a conductor among 
the cloud charges must first be considered. 

ELECTROSTATIC CONSIDERATIONS 

The cumulonimbus cloud is highly charged. Tens of coulombs of pos i t ive  
charge are present i n  the upper pa r t  and tens  of coulombs of negative charge 
i n  the lower pa r t ,  where a smaller amount of posi t ive charge may also be 
found. If a v e r t i c a l  rod-shaped conductor is introduced i n  such a cloud, 
a rad ica l  red is t r ibu t ion  of the rod charge takes place. 

The fundamental requirement for a conductor is a common poten t ia l  a l l  over 
its surface. The common poten t ia l  is achieved by a d i s t r ibu t ion  of charge 
over the surface.  Ambient po ten t ia l  deviations are loca l ly  balanced by 
the surface charge. 

Charge and poten t ia l  are connected. L e t  the mean ground poten t ia l  be zero 
and the r e l a t i v e  poten t ia l  be cal led voltage. If the  ground is considered 
t o  be a per fec t  conductor, a charge element AQ causes a voltage increment 
AU a t  a point i n  space 

AU =: AQ*(I/Q~ -1/~* )/E (1) 

The equation is based on the model of a charge combined with a negative 
m i r r o r  charge below the ground, where Q and Q are the dis tances  between 
the point and the t w o  charge elements i h  question, while E is the  
permit t ivi ty  of air. I n  order to f ind  the voltage a t  a given point ,  the  
increments may be added for the whole charge d is t r ibu t ion .  

In  a computer model the cloud e l e c t r i c i t y  has been replaced by t w o  charge 
pools shaped as cylinders.  The charge i n  a pool has even density.  A lower 
pool between 3 and 5.5 km height has radius 2.5 km and charge -20 C. An . 
upper one between 8.5 and 11 km has radius 1.5 km and charge +10 C. The 
conductor is represented by surface-charges on a tube with radius 200 m; the 
height of the charge-terminals may be chosen a t  w i l l .  The tube has no ne t  
charge, but whenever it in t e r sec t s  the charge pools, the core charge is 
moved r ad ia l ly  out  to its surface.  The cylinders and the tube have a 
common axis. The horizontal  resolution is variable ,  but less than 250 m. 
The v e r t i c a l  one is 100 m. 

The charge on the conductor surface cannot be found ana ly t ica l ly ,  but i t  
may be approximated by i t e r a t ion .  The i t e r a t i o n  requirement is a common 
voltage for the tube axis. It is achieved by s h i f t i n g  charge along the tube. 
The total amount of pos i t ive  charge must be equal to the total amount of 
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negative charge: t h i s  demand is su f f i c i en t  to es tab l i sh  the  value of the  
cotmion axis voltage. 

The voltage along the system axis is shown i n  figure 1 for d i f f e ren t  tube 
configurations. Wherever it is positioned, the tube-shaped charges have a 
pronounced effect on the  voltage dis t r ibut ion.  The comnon voltage 
established along the axis appears to be close to the m e a n  value of the  
or ig ina l  d i s t r ibu t ion  between the terminals. 

When charge d is t r ibu t ion  and voltage d is t r ibu t ion  are known, the potent ia l  
energy may be computed. If a charge on the ground is given zero energy, the 
potent ia l  energy W of the system is 

W = C(O.5*AQ*U) (2) 

For the tubes with an upper terminal a t  8.5 km, the  system energy is 
plot ted i n  f igure 2 as a function of height of the  lower terminal. When the 
tube charges are introduced, the energy is reduced fram t h a t  represented by 
the cloud charges. This is also t rue  for the  tubes 3-5.5 and 8.5-11 km, 
where energies are 19.7 and 19.9 GJ respectively. The reduction increases 
with increased length of the tube, although the increment appears to be 
marginal for tube extensions outside 
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The energy d e f i c i t  represents an energy conversion. If the  tube is 
envisaged as a l ightning channel, the released energy is diss ipa ted  or is 
avai lable  for fu r the r  channel progression. The converted energy is plot ted 
i n  f igure  2 as w e l l .  

The v e r t i c a l  f i e l d  a t  the ground is another quant i ty  of i n t e r e s t .  I n  the  
computer d e l  it is only avai lable  as a mean for the l o w e s t  100 m, and it 
is plo t ted  i n  f igu re  3. One curve is drawn for the  base of the axis, the  
o ther  close to the  outer  cloud l i m i t .  The f i e l d  is st rongest  in the  cen t r a l  
p a r t ,  and it is very much influenced by tube charges close to the  ground. 

The charge d i s t r ibu t ion  along the tube is plo t ted  i n  f igu re  4. Within the 
cloud the extreme sect ions car ry  very large charges compared with the  next 
ones. It is ce r t a in ly  qua l i t a t ive ly  correct, but the  vertical resolut ion is 
not  good enough to bring about quant i ta t ive  accuracy. A b e t t e r  resolut ion 
would undoubtedly give higher absolute values for the charge i n  the 
terminals. 

The charges are nevertheless very high. A t  9 km height the break-down f i e l d  
of air might be about 1 MV/m. For an i n f i n i t e l y  long cyl inder  with a l i n e a r  
charge densi ty  of 20 &/m, the  f i e l d  s t rength drops below t h i s  value a t  a 
distance of 360 m. The computer model is consequently artificial. If the 
charge d i s t r ibu t ion  were ever brought i n t o  existence,  ions would achieve 
ionizat ion energy between co l l i s ions  with neut ra l  molecules. They would 
multiply, and an exchange of charge between cloud and tube would take place. 

The tube charges i n  the lower terminal are lower, and the  highest  pos i t ive  
charge densi ty  corresponds to about 200 m radius  for the breakdown region. 
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I n  the middle p a r t  of a long tube the computed charge-densities seldom give 
break-down r a d i i  greater than a f e w  tens of meters. These charges are 
consequently able  to remain on the surface. 

The general conclusions i n  t h i s  sect ion are meant to be used for the  
l ightning phenomenon, but sane caution must be applied. The computer-results 
depend very much on the charge configuration i n  the cloud, both on the 
quan t i t i e s  and on the posi t ions in space. soole runs with a more impressive 
pos i t ive  charge pool show a pos i t ive  axis voltage when the terminal 
approaches the ground. 

INITIATION OF A LIGHTNING 

The charge generation i n  a cumulonimbus w i l l  not  be discussed here. Charge 
pools of the order of tens  of coulombs are formed. A f t e r  a l ightning event 
the charge lost may be replenished over some 20 s i n  a mature cloud. The 
charge build-up appears to be fast. 

In  an i so la ted  and symmetric spherical  pool with charge Q arid radius  r, 
the f i e l d  E a t  the surface is 
E = Q/hr 2 f ( 3 )  

The charge w i l l  i n  general build up as r3, and the surface f i e l d  should 
therefore increase and eventually surpass the break-down l i m i t  of some 
1 MV/m. The configuration i n  a cloud is never idea l ,  and deviations f r o m  a 
rad ia l  f i e l d  is the rule .  The break-down f i e l d  should therefore i n i t i a l l y  
be surpassed over a l imited region only, and the region is not  l i k e l y  to 
be aligned along equi-potential  surfaces.  A t i l t e d  electric f i e l d  pushes 
posi t ive charge i n t o  one end and negative charge i n t o  the o ther  end of the 
region. Self-inductance leads to more separation than ca l led  f o r  i n  the 
s i t ua t ion ;  a voltage drop develops i n  the opposite d i rec t ion ,  and charge is 
pushed back. An embryo o s c i l l a t i n g  c i r c u i t  has been brought i n t o  existence. 

The air  is heated to  some sort of plasma. The outer  plasma pa r t s  are 
exposed to  cooling and recombinations, and the o s c i l l a t i n g  charges are 
l i k e l y  to f ind  a bes t  path with low r e s i s t i v i t y  i n  the core part of the 
breakdown region: The e l e c t r i c i t y  f low consequently contracts  to a current  
i n  a narrow channel. 

The channel is a conductor among the cloud charges. It is not the sturdy 
tube considered i n  the computer model, but the effect m u s t  be s i m i l a r .  The 
high charges formed by influence, most pronounced for the terminals, cause 
break-down f i e l d s  exceeding by far the trigger-off f i e l d .  Charge is 
immediately t ransferred to the very l i m i t  of the f i e l d ,  and the f i n a l  r e s u l t  
is a new configuration with charge neutralized i n  the cloud pool, but 
appearing anew, a t  a d i f f e ren t  place,  as a charge sheath surrounding the 
channel. A common mean voltage f o r  the channel is achieved by the sheath 
charges, not  by charges i n  the channel proper. 

The concept of a charge sheath l ed  to the formulation of the computer model 
discussed i n  the electro-static section. The osc i l l a t ions  are not affected 
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by a e l  to a surrounding sheath.  

E STEP L EXTENSIONS 

The oscillatio cu r ren t  is s t a r t e d  by a p o t e n t i a l  d i f f e rence  between the  
r-shoots  because the  cu r ren t  bu i ld s  up self- inductance.  And 
a terminal  creates break-down field i n  t h e  channel 

l i k e l y  to proceed beyond the l i m i t  reached i n  
f i e l d  is b e s t  aligned when t h e  terminal  charge 

is of the  s e as t h a t  i n  the  shea th ,  and those extensions should be 

uncer ta in  f ie  posite charges,  which occurs i n  every second s t e p .  

new s t e p  may only be s l i g h t l y  affected by t h e  o r i g i n a l  static f i e l d .  

wisted shape of a channel may be caused by the  more 

1 extends i n  a field of its own making, t he  d i r e c t i o n  of a 

ening is an involved electric phenomenon t i e d  up with 

e r -po ten t i a l ,  and the  excess charge diminishes.  The 
advancing t i p .  I n  t h i s  stage t h e  cu r ren t  works aga ins t  

progress  s t o p s  when the  bre  -down f i e l d  disappears .  

A conductor extension r equ i r e s  a new "static" vol tage  pa t t e rn .  It can only 
by way of the  channel: I n  order to cope with the  new 
a balance cu t s h i f t s  charge along t h e  channel. The event  

is i l l u s ~ r a t e d  i n  f i g u r e  5. 
-down f i e l d  and immediately takes up a more permanent pos i t i on  

as a charge shea th  extension i n  the  surrounding air .  

charge brought i n t o  t h e  terminal  creates a 

The ad jus ted  charge d i s t r i b u t i o n  has  less p o t e n t i a l  energy than the  o l d  
the  re leased  energy is fed  r i g h t  i n t o  the  channel by t h e  balance 

cur ren t .  The cu r ren t  is a c t u a l l y  a pulse  spanning over  t h e  extension t i m e  
e sequence of lses is synchronized with t h e  o s c i l l a t i o n s .  When the  

i t i a l ,  medium and f i n a l  stages of 
a t ed  by the  heavy curve with a r r o w s .  
those moving are i n s i d e  circles. 
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balance and the oscillation charges are of the same type, oscillations are 
reinforced. When they are opposite, oscillations are damped. The former step 
type is likely to be most pronounced, and the oscillations are consequently 
sustained and amplified. 

The balance current must be the main agent for heating the whole channel to 
luminosity. The charge distribution in figure 4 m a y  be used for an estimate: 
The lowest terminal has a charge density of 3.5 mC/m. An extension of 50 m 
over 1 ps demands a current of 175 kA. The secondary oscillating current is 
likely to be considerably weaker. Photographs agree with this concept. 
According to the idealized diagram of Schonland et a1 [l] and the 
photographs of Salanave [a], the whole channel is visible at the moment 
of extension and becomes extinct for a much longer time inbetween. 

In the furher course of events the channel apparently defies spread 
of the luminous molecules. In a cross-section the periphery is cooled 
between the current-pulses. The channel appears stable and narrow 
because new pulses again and again find their way along the best path 
in the core region and revitalizes the channel along its axis. 

OSCILLATION CHARACTERISTICS 

The lightning oscillations are defined by capacity and self-inductance. 
Standard radio formulas [3] may be used for an estimate. The electric 
quantities depend on the dimensions of the conductor. In the calculation a 
channel radius of 1 cm is assumed. Estimates in the literature range from 
millimeters to tens of centimeters. The results are given in table I. 

Table I. Oscillation Characteristics for a Vertical Channel 

Channel length, m 10 100 500 1000 4000 10000 
Capacity, pF 80 604 2570 4830 16400 40000 
Self-inductance, pH 15 152 1150 2441 10900 29000 

Wave-length, 65 570 3240 6470 25000 64000 
Period, ps 0.2 2 11 22 84 215 

The wave length is always long compared to the channel length. The whole 
channel will consequently oscillate without nodes. Two lightning steps 
should take place in a full oscillation. The oscillation period agrees well 
with reported stepped-leader intervals. 

An estimate of the energy needed for heating and ionization is called for. 
Lightning temperatures above 25000 K have been measured, but are probably 
confined to a very n rrow core. For the 1 cm channel let us assume 3000 K 
and a prespre of 10 Pa. The number of molecules per meter channel length 
is 7.5'10 . If a mean ionization potential of 16 V is used, the calculated 
energy for singly ionized molecules is 1.2 kJ. Heating the molecules 
requires an other 1 kJ. These are the major energy requirements. Let us 
assume that a 1000 m channel is built up in 20 steps, i. e. heating and 
ionization must take place anew 20 times for a mean length of 500 m. 

t 
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The energy need is 22 MJ. 
accord ing  to figure 2 is t h e  mean energy released. 

It is small compared wi th  the 1.2 GJ, which 

The o s c i l l a t i o n  model seems to i n d i c a t e  a l i g h t n i n g  p a t h  growing somewhat 
by chance. The released energy is however e s s e n t i a l  for d r i v i n g  t h e  
o s c i l l a t i o n .  The loss by way of h e a t  r a d i a t i o n  and i o n i z a t i o n  is 
cons ide rab le ,  and a p a t h  ex tend ing  i n  t h e  wrong d i r e c t i o n  cannot be h e l d  up 
for a long  t i m e .  Some of the l i g h t n i n g s  t e r m i n a t i n g  i n  free air may s imply  
have run o u t  of working energy. 

THE GROUND STRIKE 

The electro-static computations are meant to i l l u s t r a t e  some a s p e c t s  of t h e  
l i g h t n i n g  event .  With some j u s t i f i c a t i o n  t h e  a b c i s s a  of f i g u r e  3 may be 
taken as t i m e .  The rate of change for a te rmina l  close to t h e  ground appears  
to be formidable .  It is q u e s t i o n a b l e  i f  t h e  less than perfect ground is a b l e  
to  keep on to a z e r o  voltage i n  t h e  s t r i k i n g  p o i n t .  

A voltage turmoi l  is l i k e l y  to  appear  at  t h e  moment of s t r i k e .  The model 
l i g h t n i n g  of f i g u r e  1 should  keep on to some of its n e g a t i v e  voltage, b u t  
t h e  s h o r t - c i r c u i t e d  base  would immediately be r a i s e d  to zero .  A p o s i t i v e  
pu l se  is t hus  fed i n t o  t h e  channel and w i l l  start its way upward as a r e t u r n  
s t r o k e  . 
It should  be n o t i c e d  t h a t  n e i t h e r  t h e  ground s t r i k e  n o r  t h e  r e t u r n  p u l s e  

has  an immediate effect on t h e  charge s h e a t h  o u t s i d e  t h e  channel proper .  A 
compara t ive ly  s low d i s c h a r g e  m u s t  t h e r e f o r e  follow. The o s c i l l a t i o n  model 
t h u s  l e a d s  to a two-step electric s i g n a l ,  an i n s t a n t a n e o u s  jump followed by 
a slower f i n a l  d i scharge .  

The p r e s e n t  theory  e s t a b l i s h e s  t h e  s tepped  l e a d e r  as t h e  main l i g h t n i n g  
s t r o k e .  It releases t h e  bulk  of t h e  a v a i l a b l e  electrostatic energy. It 
t r a n s f e r s  t h e  charge.  It is, however, brought about  i n  smaller s t e p s ,  t h e  
mean is a "s low"  transfer. The e lec t ro-magnet ic  r a d i a t i o n  may for t h i s  
reason be f a i r l y  w e a k ,  and ins t ruments  based upon s e n s i n g  r a d i a t i o n  may 
f a u l t i l y  record  t h e  first ground s t r i k e  as a r a t h e r  i n s i g n i f i c a n t  even t .  

FURTHER MODEL POTENTIALITIES 

Up to now o n l y  t h e  lower end of a channel has  been s t u d i e d .  The m o d e l  
does  n o t  imply any d i f f e r e n c e  between t h e  t e rmina l s .  The o t h e r  end is 
expected to  extend  o u t  of t h e  reg ion  where it w a s  c r e a t e d .  

A n  extens ion  upwards could imply a l i g h t n i n g  towards t h e  ionosphere 
s imul t aneous ly  wi th  t h e  lower f l a s h .  Such thoughts  a p p a r e n t l y  have been 
p u t  forward earlier, based upon obse rva t ions .  A d i s c h a r g e  towards t h e  
more d i f f u s e  ionosphere is n o t  so abrup t  as t h a t  towards t h e  ground, 
and t h e  p r e r e q u i s i t e  for a fo l lowing  shock-pulse may n o t  be p r e s e n t .  

The upper te rmina l  need n o t  to proceed upwards a t  a l l .  A h o r i z o n t a l  or 
even downward growth meets t h e  b a s i c  requirements .  Some l i g h t n i n g  
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terminations into free air could be "the other end" channels. 

Multiple strokes following the same channel are in general observed. The 
subsequent strokes appear as travelling light pulses. They could be pulses 
reflected from the upper channel. The model is open for other explanations 
as well, if a semi-free upper channel is allowed to roam about. On its way 
it might be able to tap energy from other charge configurations and thus 
have the power to mend a broken section of the channel. Continuous 
luminosity might be new and stronger oscillations with the ground as a lower 
condenser plate. Salanaves photographs indicate oscillations. 

CONCLUSION 

If a long and narrow conductor is exposed to rapid changes of a strong 
electric field, electric oscillations tend to be generated. The lightning 
model proposed owes its characteristics to free electric oscillations. 
Channel extensions are triggered off when oscillating charge is crammed 
into the channel terminals. 

Many characteristics can be tested against observations published on the 
lightning phenomenon, and they seem to agree well. Other characteristics 
are not explicitly mentioned in the literature and may be looked on as 
predictions. It is the hope of the author that these predictions will be 
tested . 
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ABSTRACT 

The literature concerning VHF radiation and wideband electric fields from in- 
cloud lightning is reviewed. VHF location systems give impressive radio images 
of lightning in clouds with high spatial and temporal resolution. Using 
systems based on long- and short-baseline time-of-arrival and interferometry 
workers have detected VHF sources that move at speeds of 105-108 m/s. The more 
slowly moving sources appear to be associated with channel formation but the 
physical basis for the higher speeds is not clear. In contrast, wideband 
electric fields are directly related to physical parameters such as current and 
tortuosity. 

A long-baseline system is described to measure simultaneously VHF radiation and 
wideband electric fields at five stations at Kennedy Space Center. All signals 
are detected over remote, isolated ground planes with fiber optics for data 
transmission. The modification of this system to map rapidly-varying dE/dt 
pulses is discussed. 

INTRODUCTION 

The use of both direction finders and time-of-arrival techniques to locate VLF 
radiation from distant lightning is well-established (for example, [1,2] These 
early systems could locate general regions of lightning activity with a spatial 
accuracy of about the scale of a storm. When these techniques were applied to 
VHF and UHF from close lightning within about the last decade sources could be 
mapped with much higher resolution in both time and space. Consequently, we 
now have VHF radio images of lightning, frequently in three dimensions, with 
spatial resolution of up to a few tens of meters and temporal resolution of the 
order of microseconds. Proctor [3 ]  describes a system that locates VHF 
sources from lightning in three dimensions with an optimal resolution of about 
100 m vertically and 25 m horizontally. Proctor used five receivers with a 
center frequency of 250 MHz and a bandwidth of 5 MHz located on 30 km and 40 
km baselines . He presents detailed descriptions of the VHF development in 
five cloud flashes [4], 26 consecutive flashes in relation to radar pictures 
[5], and 47 ground flashes [6]. A similar long-baseline system using time-of- 
arrival is reported by Lennon [ 7 J whose data was analyzed in Rustan et al. [ 81. 
Following Oetzel and Pierce ' 8  suggestion [9] that line-of-sight direction 
finding was possible using much shorter baselines than Proctor's, hence 
obviating the problem of pulse identification at all stations when pulses 
arrive in different order at different stations, Cianos et al. [lo] described 
a technique for two-dimensional location of VHF pulses at 30 MHz using stations 
separated by about 300 m with relative timing of about 10 ns. This technique 
was also implemented by Murty and MacClement [ll] using sferics in the range 
82-88 MHz. Taylor [12] reduced the distance between receivers to 14 m by 
increasing his bandwidth to 60 MHz (frequency range 20-80 MHz) and timing 
resolution to 0.4 ns and obtained three dimensional fixes by establishing two 
stations separated by several kilometers. Further results obtained by Taylor's 
system are reported in Taylor et al. [13] A variation on the short baseline 
method was developed by Warwick et al. [14] who, instead of measuring time 
differences between stations, used an interferometer to measure phase 
differences and two-dimensional locations for VHF at 34 MHz. The advantage of 
interferometry over long-baseline time-of-arrival is that the source location 
can be found in near real time, as opposed to many months later as reported in 



Proctor [3], and the tracking of faster VHF sources is possible owing to the 
short (about 1-5 p a )  time aperture needed for a single fix. Further results 
using this system are reported in Hayenga and Warwick [15] Hayenga [16] and 
Rhodes and Krehbiel [ 171. An interferometer centered at 300 MHz has been 
described in Richard and Auffrey 1181 and the results obtained have been 
discussed by Richard et al. [19], Mazur [ 2 0 ]  and Bondiou et al. [21]. 

Wideband electric field measurements have been made with sufficient bandwidth 
to distinguish submicrosecond-scale variations by several workers within the 
last two decades. For a review of return stroke fields refer to Uman [22]. 
Wideband radiation electric field pulses from in-cloud processes have been 
observed in three distinct forms:- (i) bipolar pulses of about 40 ps full 
width with 2-3 fast pulses riding on the initial half cycle [23); (ii) 
unipolar pulses with halfwidths of typically 0.75 ps that occur in regular 
sequences of 100-400 pa duration [24]; and (iii) bipolar pulses of about 10 
ps halfwidth with smoother rise and smaller overshoot than those in (i) (251. 
The Le Vine pulses were observed to accompany the largest amplitude rf noise 
at 3-295 MHz [25] and have 20 dB more spectral energy at 20 MHz than first 
return strokes [26]. 

Krehbiel et al. [27] describe a system for locating major charge transfers 
using a multiple station system with a bandwidth of close to DC to 1 kHz and 
give results for leaders, continuing currents and slow in-cloud processes in 
ground flashes. Despite the success of this method for ground flashes, Liu and 
Krehbiel [28] had difficulty interpreting the slow E fields after about 30 ms 
in intracloud flashes, presumably because of overlapping processes at different 
locations. Measurements of wider bandwidth electric fields have also been 
used to locate the strike point of return strokes by [7,29]. There are no 
reports in the literature concerning measurements of multiple wideband electric 
fields from in-cloud processes. 

In this presentation we investigate the origins of VHF and wideband electric 
fields for in-cloud lightning processes, describe a system currently being 
implemented at KSC to measure and interpret these signals, indicate some 
important applications, and relate our recent results to the design of future 
high speed mapping systems. 

ORIGINS OF VHF RADIATION 

According to Proctor [3], the amplitudes of noise pulses at 250 MHz are not 
proportional to the charge lowered. Since some processes such as the dart 
leader tip did not radiate at all, Proctor concluded that "VHF noise occurs 
during the incipient stage of channel formation", a conclusion that was 
reinforced by his results for cloud flashes [4]. Proctor [3] differentiated 
between two types of discharge process in cloud flashes according to the VHF 
characteristics:- (i) new channel formation associated with VHF pulses: and, 
(ii) recoil streamers along existing channels that caused "Q noise". VHF 
pulses were emitted at rates from lo3 to lo5 $ulses/second and were associated 
with sources that moved at speeds of 6 x 10 Q noise trains 
lasted from 10 ps to over 2 ms and consisted of short pulses superimposed on 
a low frequency component that started and ended with gradual ramps lasting up 
to tens of microseconds. Q noise sources were deduced to be positive 
streyers, with one exception, and propagated at speeds of 2.7 x lo6 m/s to 4.6 
x 10 m/s. Proctor's figure showing how the Q noise was associated with the 
electric field waveshapes in one of the two K changes he showed is reproduced 
in Figure 1. The electric field antenna had a rise time of about 7 ps and a 
decay time constant of 100 ps. Note that in both this and the other case 
shown the VHF preceded the electric field rise and started ramping several tens 
of microseconds before the rapid portion of the K change. In his study of 
ground flashes, Proctor et al. [6] noted further that stepped leaders and 
intracloud streamers could not be disting ished, since both emit pulses and 

station 3.5 kHz bandwidth electric fields were consistent with a model in which 

m/s to lo5 m/s. 

propagate at an average speed of 1.6 x 10 t m/s. He found that his single- 
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Figure 1. 
are in microseconds. Reproduced from Proctor [4]. 

charge is deposited at the position of the radio sources and depleted from the 
point of origin of each leader.. Proctor et al. [6] found Q noise sources that 
propagated at lo8  m/s during return strokes, and at a similar speed during 
interstroke periods. Individual components of these latter sources were 
directed vertically but there was an overall horizontal progression from one 
component to the next at an average velocity of 2.2 x lo4 m/s horizontally away 
from the starting points of the flashes. The median duration of these Q noise 
trains was 80 ps and the median interval between them was 3.5 ms. 

VHF noise and electric field change for a K change. Time intervals 

On the basis of interferometric measurements in a 3.4 MHz bandwidth centered 
at 34 MHz, Hayenga and Warwick [15] identified "acceleration of electrons in 
the high electric field at the tip of propagating breakdown streamers" as the 
source of VHF radiation in individual noise bursts, and a "propagation of the 
breakdown region" as the slower process responsible for the drifting motion 
from one burst to the next. During both the initial and intracloud portions 
of ground flashes, the bursts were typically 20 ps long, occurred ?bout every 
100 ps,  extended about lkm in length, and propagated at about 5 x 10 m/s. Fast 
burst origins drifted at a typical speed of 2 x lo5 m/s. Hayenga and Warwick 
show one cluster of fast bursts in the initial portion of a ground flash that 
appeared to move downward within bursts with a horizontal drifting from burst 
to burst. Hayenga [16] noted that fast bursts always accompanied K changes but 
also occurred when no K change was apparent. He considers his "fast bursts", 
Proctor's "Q noise" and the "solitary pulses" defined by Rustan et al. [8] to 
be the same phenomenon. Figure 2 is Hayenga's [16] locations, VHF power 
(rectified and integrated interferometer fringe output) and electric field for 
a typical fast burst. Note that the VHF precedes and overlaps the electric 
field pulse. Hayenga [16] identifies a further type of VHF source that is a 
precursor to dart leaders. These precursors moved into regions devoid of 
previous VHF in contrast to the bursts that travel through or on the edge of 
previously active regions. However, Hayenga cautions that the optical dart 
leader and the precursors are not correlated directly, although they are 
related, and therefore that the R change optical events (Brook and 
Kitagawa,l977) are probably not correlated directly with the VHF fast bursts. 

Using an interferometric system with a 600 kHz bandwidth centered at 300 MHz 
[18], Richard et al. [19] classified VHF sources into two types depending on 
the rate of pulse emission. (i) Low-rate pulsed radiation with rates of 1-20 
pulses/microsecond 

usually narrower than 3 ps width in pulse trains with durations of up to 
several hundred milliseconds. (ii) High-rate bursts of radiation appear as 
"dense pulsed radiation lasting from a few tens of microseconds to 1 m8". They 

associated the high rate bursts with recoil streamers and K changes in the last 
few hundred milliseconds of an intracloud flash when the VHF sources in each 
burst propagated at about lo7 m/s over distances of a few to 10 km with 

(1 x lo6 to 2 x lo7 pulses/s) consisted of pulses 
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Figure 2. Loci of fast burst VHF movements. Postions within each burst were 
joined in their proper time sequence. Reproduced from Hayenga [16]. 

subsequent bursts following tens of milliseconds later along the same path. 
Mazur [ 2 0 ]  noted that the radiation sources associated with K changes in the 
J-type stage of intracloud flashes originate in parts of the cloud where no 
radiation sources had been previously located and propagate towards the region 
of initiation. This observation contrasts with that of Hayenga (161 who 
observed fast pulses skirting or penetrated previously active regions. It is 
also different from the observation of Proctor [4] that most sources of Q noise 
were located near the flash origin and appeared to result from an overshoot of 
a wave that had returned along the main channel. Another major difference lies 
in Mazur's statement that "positive leaders are not detected by the 
interferometric system" in that Proctor [4] deduced that the sources of Q noise 
were positive streamers. Richard et al. [ 191 found decorrelations between 
electrical or optical discharge processes and sources of 300 MHz radiation, 
concluding that "the VHF-UHF electromagnetic phenomenolgy is distinct in some 
specific cases from the electric phenomenology". Specifically, they found 
higher velocities for VHF sources (lo7 m/s) than have been previously observed 
for the luminous streamer in K changes, development of radio sources down the 
leader channel before the leader's electric field change, and return stroke 
radio sources that were generally spread out along the leader trajectory or 
within the cloud with a lack of spatial correlation to the precursor activity. 
Labaune et al. [30J determined that VHF-UHF radiation sources that propagate 
at:- (i) lo5-10 m/s corresp nd to the step and branching mechanisms of 

cannot be interpreted in terms of known properties of dry air discharge; and 
(iii) lo8 m/s arise from mechanisms triggered in the channel corona envelope 
as an indirect consequence, but not the propagation of, the return stroke. 
Labaune I31 1 and Weidman et a1 e [32 I both measured the wideband 

negative leaders; (ii) 2 x 10 9 m/s, the most commonly observed phenomenon, 

- -  
in the VHF-UHF range (10-500 MHz) . The typical pulse obtained 
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n v m  t 
electric fields 
by Labaune is 

7W I 

-IW t 
Figure 3. Broadband pulse typical of VHF-UHF radiation from lightning. 
Reproduced from Labaunne et al. [30]. 

given in Figure 3. This shows the short risetime of 5 ns that is consistent 
with the qlstreamer-leader" transition in negative streamers that Labaune et al. 



[30] conclude to be the origin of VHF-UHF radiation. Similar measurements made 
by Weidman et al. (321, however, indicate risetimes of the order of 30 ns. Le 
Boulch and Hamelin [33] propose that Weidman's longer risetimes could be 
attributed to positive streamera. 

IN-CLOUD ORIGIN OF WIDEBAND ELECTRIC FIELD PULSES 

The bipolar pulses observed by Weidman and Krider [23) had fast (about 1 pa 
width) pulses riding on the intial half cycle. They interpreted these as 
indicating the formation of the discharge channel in some stepped fashion since 
the fast pulses were similar to those produced by stepped leaders [ 34,35 3 .  The 
bipolar component was then produced by a slower current surge which flows 
either while the channel is being established or just after. Krider et al. 
[36] found a clear tendency for the rf radiation to peak during the initial 
half cycle of these pulses with the temporal development of the rf being 
similar for a11 frequencies in the range 3-295 MHz. They note that this 
observation is consistent with Weidman and Krider's interpretation since 
predischarge and leader processes do produce strong rf. Krider et al. [35] 
postulated that, for a stepped leader, a fast current pulse might propagate 
several hundred meters up the vertical leader channel before dissipating so 
that the radiation field E(t) in the first 1 or 2 pa is related to the current 
I(t) by 

E(t) = (-po~/2~D)i(t') 

where v is the constant propagation speed, t' = t - D/c, and D is the 
horizontal distance to the base of the channel. This relationship is also 
valid for a vertical in-cloud current. Thomson [37] found a similar 
relationship for an in-cloud current pulse propagating along a channel of 
arbitrary orientation. Specifically, the radiation field was also proportional 
to the speed-current product with additional geometrical factors. Thomson (371 
further found that four wideband radiation fields could be inverted to give the 
magnitude of the speed-current product, the current waveshape, and the 
direction of the velocity of propagation. 

Krider et al. [24] interpret the trains of regular electric field pulses that 
they observed in terms of an intracloud discharge process similar to the dart- 
stepped leader. Noting a consistency between the speeds of dart-stepped 
leaders measured by Schonland et al. [38] and the speeds of streamers that 
produce K changes as'suggested by Ogawa and Brook [39], they propose that "a 
significant fraction of any dartlike K changes develop in a stepped fashion and 
produce the observed uniform pulses". The 100-400 ps durations of these pulse 
trains is consistent with Proctor's median duration of 80 ps for Q noise that 
he attributes to K changes. 

Le Vine [25] found that the strongest sources of rf radiation in the 3-300 MHz 
range were short duration (10-20 p s )  bipolar pulses that did not have fast 
unipolar pulses riding on the intial half cycle. He noted no apparent 
correlation between strength of the RF radiation and th size of the associated 
E pulse. Le Vine modeled these pulses as a fast (10 m/s) K streamers that 
lower positive charge or raise negative charge. Subsequent results by Willett 
et al. [26] and Medelius et al. [ 4 0 ]  indicate, however, that the Le Vine-type 
pulses are usually isolated and cannot be obviously attributed to any known 
lightning processes such as K changes. 

The effect of channel tortuosity on wideband electric E ields and radiation 
spectra was investigated by Le Vine and Meneghini 141,421. Although they apply 
their model to a tortuous return stroke, their results are also applicable to 
a general current pulse propagating along an established channel. Le Vine and 
Meneghini [42] find that tortuosity renders the electric field waveshape less 
representative of the current pulse and more unipolar than theory predicts. 
Tortuous channels act as adjacent short channel lengths and behave 
mathematically as several point radiators located at the channel kinks. The 

d 
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radiated waveform thus contains information on both the current waveshape and 
the channel tortuosity. 

SYSTEM 

The measurement system being constructed for this summer's experiment comprises 
five remote stations with two wideband channels (1 Hz to more than 8 MHz) per 
stabion. The remote stations are located at the eastern bank of the Indian 
river, the UC9 site on Playalinda Beach, Unified S-Band (USB), Hypergolic 
Maintenance Facility (HMF),  and the central station is at the Shuttle Landing 
Facility (SLF). The distance beween remote and central stations is about 10 
kin. Signals are sent back to a central recording station via either microwave 
link8 with a carrier of 10 GHz and 3 dB bandwidth of 1 Hz-8 MHz, or analog 
fiber optics links with a 3 dB bandwidth of 1 Hz to 14 MHz. Control of all 
functions at the remote stations is an enhancement of the technique using two- 
way coded audio tones that is described in Thomson et al. (431. Control 
functions include gain, antenna, and calibration of the electric field sensors, 
and power, signal switching (50 MHz or 225 MHz), and miscellaneous system 
status features such as adequate battery voltage. Synchronization of remote 
stations is effected using the timing signals inherent in any TV broadcast. 
We will u8e WESH TV 2 that broadcasts from Orlando at 55.25 MHz. 

Electric field changes at each station are detected by integrating the 
displacement current intercepted by a flat plate antenna. The 10-90% rise time 
of these integrators is 40 ns and they decay with a 1 ms decay time constant 
to a step electric field input. Triangle-wave and square-wave calibration 
signals can be applied through a known capacitance directly to the inputs of 
the integrators to simulate a electric field for linearity and absolute field 
calibrations as shown in Thomson et al. [43]. 

VHF radiation is received in a 5 MHz bandwidth at a center frequency of both 
50 MHz and 225 MHz. Detection is with an envelope detector and each signal is 
compressed with a logarithmic amplifier. Envelope rather than product 
detectors are used to decrease signal distortion that may arise in product 
detectors as a result of IF frequency shifts. 

The five electric field signals sent back from the remote stations are recorded 
at the central station in digital form in a 5-channel 8-bit Le Croy digitizing 
system interfaced with an 80386-based IBM clone PC. The signals are digitized 
at 20 MS/s for 100 ps each time a trigger occurs. Consecutive trigger events 
are digitized sequentially with no dead time between triggers until the 128 kS 
Le Croy memory is full. Thus 64 trigger events can be recorded per lightning. 
The central channel has a 32 ps pretrigger delay so that the signal radiated 
by a single event is recorded somewhere in each 100 ps window. The electric 
fields are also recorded continuously on five FM channels of a Honeywell 101 
magnetic tape recorder with 0-500 kHz 3dB bandwidth. The VHF signals, either 
50 MHz or 225 MHz, are also recorded on the inner five channels of the seven 
tracks on a single headstack of our Honeywell magnetic tape recorder. Using 
DIRECT recording mode gives a bandwidth of 400 Hz to 2 MHz. The outer two 
channels of the headstack have modulated synchronization signals derived from 
WESH TV2 that are needed for deskewing the signals and providing accurate 
timing. Tape skew has proven to be an important problem in previous 
measurements of this type 1441. A common time code recorded in both the 
digitizer and tape recorder system is an amalgamation of IRIGB and TV synch 
signals that gives relative timing with 50 ns accuracy. Propagation delays 
along the microwave and fiberoptic links will be calibrated out by adding in 
to each channel either the horizontal synch signal (one pulse per 63 p s )  or a 
high frequency code derived from the WESH TV2 signal. 

The locations of the VHF and electric field pulses recorded by the system will 
be found from the differences in times of arrival as described by Proctor [3 ] .  
The radiation electric fields will also be inverted to give the current- 
velocity product for each pulse origin as explained by Thomson [37]. 
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DISCUSSION 

APPLICATION TO FAST PULSES 

The above l i t e r a t u r e  review indica tes  t h a t  a major problem revealed by VHF 
mapping systems is t h e  in t e rp re t a t ion  of t h e  q y s i c a l  o r i g i n  of VHF sources  
t h a t  are observed t o  propagate a t  speeds of 10 m / s  and f a s t e r .  Whereas VHF 
sources t h a t  propagate a t  105-106 m / s  appear t o  be associated with ion iza t ion  
a t  t h e  t i p s  of extending streamers, t h e  f a s t e r  VHF sources are not  a t t r i b u t a b l e  
to known optical processes [28] .  On t h e  o ther  hand, r e t u r n  stroke models 
r e l a t i n g  electric f i e l d  pulses  t o  observed optical v e l o c i t i e s  and cu r ren t  
waveshapes have been va l ida ted  by experiment (for example, W i l l e t  e t  al., 
[45] ) .  A st raightforward extension of t hese  models t o  in-cloud cu r ren t s  should 
y i e l d  r e s u l t s  t h a t  are d i r e c t l y  in t e rp re t ab le  i n  terms of e i t h e r  t h e  cu r ren t  
propagation [37] or channel t o r t u o s i t y  [41,42]. By mapping both VHF and 
electric f i e l d  pulse  sources, as w e l l  as t h e  current-veloci ty  vec tor  f o r  each 
electric f i e l d  pulse,  w e  can inves t iga t e  t h e  physical  r e l a t i o n s h i p  between 
these  t w o  s igna ls .  For example, i f ,  as is proposed by Krider e t  al .  [36], t h e  
VHF r a d i a t i o n  preceding t h e  electric f i e l d  peak is associated with t h e  
formation of t h e  channel while t h e  electric f i e l d  pulse  arises from t h e  cu r ren t  
flow along t h a t  channel, w e  should detect an extending VHF source t h a t  i s  
followed by a current-veloci ty  vector  or ig ina t ing  a t  i t s  t i p  and poin t ing  back 
down t h e  VHF extension. Similar ly ,  i f  t h e  small pulses  r i d i n g  on t h e  leading 
edge of t h e  bipolar pulses  observed by Weidman and Krider [23] are also 
associated w i t h  t h e  formation of t h e  same channel t h a t  is  t h e  or igin of t h e  VHF 
pulses,  then t h e  loca t ions  and propagation d i r ec t ions  of t h e  sources  of these 
pulses  w i l l  be cons is ten t  with t h e  movement of t h e  VHF sources. 

SYSTEM MODIFICATION FOR DE/DT MAPPING 

The d E / d t  record has many in t e re s t ing  fea tures ,  The narrow bipolar pulses  
f i r s t  noted by Le Vine I251 have s ign i f i can t  dE/dt f i n e  s t r u c t u r e  throughout 
t h e  whole bipolar E waveshape [26] t h a t  is frequent ly  so l a r g e  as t o  obscure 
t h e  d e r i v a t i v e  of t h e  microsecond-duration E pulse  [40]. This  d E / d t  f i n e  
s t r u c t u r e  arises from short-duration pulses  t h a t  ride on top of t h e  
microsecond-scale E pu lse  waveshape. The zero crossings of t h i s  d E / d t  "noise" 
occur a t  t h e  peaks of t h e  short-duration pulses. Figure 4 shows d E / d t  recorded 
a t  a d i g i t i z a t i o n  rate of 100 MS/s. This f igu re  shows t h a t  d E / d t  has 
s i g n i f i c a n t  v a r i a t i o n s  on a 10 ns  scale. I n  f a c t ,  w e  have r ecen t ly  recorded 
d E / d t  w i t h  a 400 MS/s d i g i t i z a t i o n  rate t h a t  i nd ica t e s  f i n e  s t r u c t u r e  on a 
seve ra l  nanosecond t i m e  scale. These pulses  are undoubtedly those t h a t  are 
detected by VHF loca t ion  systems operating i n  t h i s  range. The  e f f e c t  of 
f i l t e r i n g  these d E / d t  s igna l s  through a bandpass VHF rece iver  is discussed 
f u r t h e r  i n  Medelius et al .  1401. I n  order t o  e s t a b l i s h  t h e  r e l a t i o n s h i p  
between t h e  d E / d t  f i n e  S t ruc ture  and t h e  microsecond durat ion E waveshape 
simultaneous mapping is needed. The best way t o  map t h e  dE/dt is  probably w i t h  
a s h o r t  base l ine  system s i m i l a r  t o  t h a t  described by Taylor [ 1 2 ] .  However, w e  
r equ i r e  a much f a s t e r  loca t ion  rate than one per 40 p s ,  as w a s  obtained by 
Taylor. I n  fact, i f  a l l  zero crossings are t o  be detected, a rate of one f i x  
per few nanoseconds is  desirable. Simultaneous mapping of E pulses and dE/dt 
would of f e r  a powerful tool  for inves t iga t ing  t h e  nature  of rapidly-propagating 
in-cloud cur ren ts ,  and these  are prec ise ly  those whose VHF o r i g i n s  are least 
w e l l  understood. 
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Figure 5. dE/dt waveshapes for a bipolar electric field pulse. The arrow 
indicates the same point on both traces. 
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A NEW APPROACH TO THE DETERMINATION OF THE STRIKING 

DISTANCE FROM THE LIGHTNING CHANNEL PHOTOS 

A. VorgueiC and I. NladenoviC 
University of NiS ,  18000 NiS, Yugoslavia 

ABSTRACT 

The paper is concerned with the emphasis of the possible influence the 
stepped leader movement on the value of the striking distance. The numerical 
values of the striking distances are most frequently verified from the 
lightning channel photos. There is some explanations for dispersion of the 
striking distance which appears specilly on the tall structures.Unusualy long 
striking distance, may be influenced by the positive space charge or prior 
upward flashes. One more indefiniteness which may have inlfuence in 
estimation the striking distance is a complex charge motion in the leader 
channel. Through introduction of two tipes charge motion it is shown possible 
shortening of the striking distance seen on the lightning channel photos. 

INTRODUCTION 

In conection with the protecting space of a lightning rod the wide 
accepted electrogeometric model deals with the striking distance. Thay are 
more different numerical values of the striking distance from different 
authors. This different values, results from the different consideration of 
the critical value of electrical field, distribution of the electrical charge 
in the leader channel and so on. The numerical values of the striking 
distances is usualy verify from the photos of the lightning channel, after 
the sharp bend in channel and simultaneous measurement or estimation of 
lightning current. Some measurements of the striking disstance trough photos 
of channel show a significant dispersion I l l ,  wath brought in doubt the 
relations between crest current and striking distance. Some explanations for 
dispersion of striking distance includes the space charge by tall structures 
[ZI. It had be shown that periodical inordinate striking distances are, only 
apparent and that phenomenon could be occur on the tall structures and is 
influenced by the positive space charge from pont discharge or prior upward 
flashes [31. 

In [4,51 the autors of this paper are introduced the two tipes of 
movement of the steped leader and pointed out that movement of the stepped 
leader may have influence on the estimation of the striking distance lenth 
from the phqtos of the lightning channel. 

STRIKING DISTANCE 

They are some definitions of striking distance. But all of them may be 
represented as: striking distance is the distance between the tip of the 
downmoving leader and the point on the earth or structure when, under 
electrical charge deposited in leader channel, electrical field reaches a 
critical value on the earth or structure. From point on earth or structure, 
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w h e n  electrical field reaches critical value, starts positiv conecting 
Streamer (return stroke), which conects striking point and the tip of the 
downmoving negative leader. This is the lenght of the last step in the 
lightning development. It depends, generaly of the electrical charge in the 
leader channel. The striking pont is not by anything determined in advance, 
but only by critical electrical field intensity due to downmoving leader. The 
charges in the leader channel are neutralized during the return stroke 
process. The crest of the lightning current depends on this charge. It 
follows that the striking distance could be introduced like function on crest 
lightning current. The determination of striking distance in function of 
lightning current was subject of many investigators. For the practical 
calculations, relation between striking distance r in m and crest value of 
the lightning current I in kA can be presented in the simplified form 

r = %Ip. 

Constants k and p have different values, what depends on the authors, 
and start from 3.3 to 10.6 for k and from 0.51 to 0.85 for p. The different 
values of the striking distance, for the same crest current, results from the 
different consideration of critical value of the electrical field, 
distribution of the charge in the leader channel and so on. 

The point where the leader channel and the upward streamer meet, could 
be see in same photographs according the sharp bend in the lightning channel. 
From such a photos taken from two directions the striking distance could be 
determinated-estimated. By simultaneous taking od photographs and current 
measurement or magnitude current estimation from the lightning current 
effect, the accuracy of the proposed matematical expression for striking 
distance in function of lightning current may be examined. Some measurements 
of striking distance trough photographs of chaneel show a significant 
dispersion, what brought in doubt the relations between crest current and 
striking distance. 

a) 

Fig.1 Paths of the lightning fllash: a) Case of inordinate seen striking 
distance; b) Normal case 
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Some explanations for dispersion of striking distance includes the space 
charge by tall structures. It had be shown that periodical inordinate 
striking distance are, only apparent and that phenomenon could be occur on 
the tall structures and is influenced by the positive Space charge from 
point discharge or prior upward flaches. For the mechanism proposed by Mousa 
E31, photos of the lightning channel show two deviation points in the path of 
the lightning channel befor it terminates on the structure. In Fig. 1 are 
given two possible cases. Fig. la shows the situation when last step of 
downmoving leader conects structure over spark (AC) from prior upward flash 
and Fig. lb when is this spark extinguished. In the first case striking 
distance is not AB but BC like in case b (BA). Posibility'for the first case 
is greater for the short-time rate (flashes/minute). According Erikson, for  
the first case (Fig. la) the striking distance would be doted line (AB). 

INF'LUENCE OF THE STEPPED LEADER 

According to the photographs from the Bays cammera and measuring the 
electrical field on the earth, the cloud-ground discharge is initiated by 
streamer that develops downwords in a series of steps. Each of this steps 
observed as a sudden increase in luminosity of the channel of the ionized air 
at the tip of the streamer. This streamer is called stepped leader. The spark 
in its moving toward ground get over some distance, stops and after short 
time interval continue to move. The lenght of each step is about 50 m. After 
completing a step the tip of the streamers appears to pause for a time of the 
order 50 ps, and the new step being much brighter then the rest of the 
streamer. When stepped leader in its moving, approaches the ground, starts 
the positive conecting streamer from the earth to the stepped leader. This 
conecting streamer, which is initiated by the critical electrical field, from 
the electrical sharge in the channel of the downmoving stepped leader, 
conects striking point with the leader channel. The stepped leader approaches 
the ground at the average velosity at about 1,s x 105m/s. The second one ist 
velosity of the individual step motion value of about 5 x lo7 m/s. 

They are more theory of the stepped leader, but it could be concluded 
that all of them includes that the average velosity for a negatively charged 
downmoving stepped leader is about 1,5 x lo5 m/s, like the velosity of the 
pilot streamer. The pilot streamer, which prepares the way for the step 
proces by ionizing the air, moves continualy. The mean velosity of individual 
steps is about 5 x lo7 m/s, much higher then average velosity of the stepped 
leader. Time intervals between individual steps is about 50 ps. Velocity of 
the conecting streamer is about 5 x lo7 m/s, like velosity of individual 
steps. Let us denote: V1 - velocity of the pilot streamer propagation also 
average velocity of the stepped leader, Vz - the velosity of the individual 
steps trough the already prepared channel by the pilot streamer and V - the 
velosity of the conecting streamer. The mean values of velocities are: 

S 

Vl=1,5x105 m/s; V2=5x1o7 m/s; V S =5x107 m/s. 
Now we have to distinguish two tipes: tip of the pilot streamer moving 
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with the velocity VI and tip of the individual step in the stepped leader 
moving with velocity Vz. It is possible that position of both tipes may 
initiate the conecting streamer from the striking point because the both of 
them bears the charge. It is not the same which tip and from which position 
due the critical field on the striking point. If it is a tip of the 
individual step we have to take in consideration that it has the velocity 
like conecting streamer and it has already prepared way for its motion. 

\ a) 
\\ r r' 

~ 

Fig. 2. Tip positions of stepped leader when starts conecting streamer: 
a) Case rzr; b) Case r' >r 

Fig. 2a shows position of individual step near to end of prepared way by 
pilot streamer, when is conected streamer iniciated. Bending of channel could 
be much sooner and there is not big difference between r and r'. 

Fig. 2b shows position of individual step tip iniciating conecting 
streamer, when the tip is in begining of its motion. The both, step and 
conecting streamer moves with equal velocities (V =V I .  The way of downmoving 
leader is determinated. Meeting point "2" of two streamers, which is seen on 
the photographs like bend of channel is nearer to the striking point and the 
striking distance on the photographs is r'instead r. It is possible to see 
this channel with two deviation. 

Dispersion of the striking distance are in both directions. Greater 
striking distances then expected, got from photos of the channel, are 
explained with the positive space charge and could be seen on photos with two 
deviation points. Our suggestion is that shorter striking distances could be 
explained with two tipes with different velocities in the stepped leader 
(shown in Fig. 2). 

In Fig. 3 are given two known examples of the lightning channel photos. 
If they are very strong strokes it could be taken that from point D the 

2 s  
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downmowing leader initiates the conecting streamer which in beginning has 
direction toward point D (part AC). Step of the stepped leader moves along 
prepared channel (DB) by pilot streamer. The conecting streamer from A turn 
over C to B. But the some shape of the lightning channel could be in more way 
interpreted. Above metioned striking distance could be AD. According t o  
Erikson definition striking distance is AB, according Mousa is BC and 
classical definition is AC. 

Fig. 3. The striking stroke in a) Chiminey in Britain and b )  tower in Monte 
Orsa. 

CONCLUSION 

Some estimation or measurement the striking distance from the photos of 
the lightning channel shows a significant dispersion in both directions from 
established relations. Approaching to the more correct estimation in some 
cases is taking in accont the remainder sparc of prior upward flashes as an 
extension of the structure. This could be seen on the lightning channel 
photos with two deviation points. Trough the introduction of two tipes with 
different velocities in the stepped leader is shown possible influence of its 
movement in estimation the striking distance. The movement the step of the 
stepped leader along the channel already prepared by the pilot streamer could 
be seen on the photos like shorter striking distance. To get more precisely 
striking distance from the lightning channel photos it must be taken in 
consideration all effects including also the shape of the channel and 
intensity of the lightning current. 
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ABSTRACT 

This paper presents the main principles of a method dealing with the 
resolution of electromagnetic internal problems: Electromagnetic Topology. A 
very interesting way is to generalize the multiconductor transmission line 
network theory to the basic equation of the Electromagnetic Topology: the 
B.L.T. equation. 

This generalization is illustrated by the treatment of an aperture as a four 
port junction. Analytical and experimental derivations of the scattering 
parameters are presented. These concepts are used to study the 
electromagnetic coupling in a scale model of an aircraft, and can be seen as 
a convenient means to test internal electromagnetic interference. 

1. INTRODUCTION 

The study of the internal electromagnetic problem should, in the future, lead 
to the development of an electromagnetic design tool. An electromagnetic 
design can be carried out in four phases. The first one is to design a first 
prototype. The second phase is to calculate the interference in the system 
previously defined. In a third phase the system has to be optimized, to be in 
agreement with specific goals such as price, but also weight. The last phase 
is to establish maintenance specifications once the system is entirely 
defined. 

Electromagnetic Topology is a powerful frequency method developed several 
years ago specially for aeronautics by C.E. Baum [l] in the USA, and that 
could answer these four phases. Nowadays, studies are being made to see how 
far this theory can be applied or modified or completed to be successful. 

2, OVERVIEW OF ELECTROMAGNETIC TOPOLOGY 

F ~ D A ~ E N T A L  APPROACH 

The main concept of Electromagnetic Topology, as defined by C.E.  Baum, is to 
divide the space of interest into volumic zones in order to break down a 
total complex electromagnetic problem into a group of small problems 
independent of each other. 



The topological diagram is a helpful abstract vision of the geometry of a 
system, taking into account the electromagnetic interactions between the 
different volumes. With this diagram, an inventory of all the penetration 
paths into the previous volumes can be made and then an interaction graph 
drawn: this description of the electromagnetic interaction between volumes is 
better suited than the diagram to computerization. Figure 1 represents a 
superimposition of a topological diagram with an associated interaction 
graph. 
According to the theory, the calculation of the interference in the system is 
provided by deriving the topological networkb) associated to the interaction 
graph. Figure 2 is an Clxample of such a network dealing with one external 
penetration path of the interaction graph presented in figure 1. A network is 
constituted by tubes related to each other through junctions. The signal 
propagating on the tubes is understood in terms of wave vectors W(z) and the 
coupling of external sources in terms of source wave vectors Ws. One can then 
derive relations involving all the waves on the network, considering 
supervectors (vectors of vectors) and supermatrices (matrices of matrices). 
The propagation equation relates the wave supervectors at each extremity of 
the tubes W(0) and W(L) by means of a propagation supermatrix r: 

The propagation equation relates the outgoing wave supervectors W(0) and the 
incoming wave supervectors W(L) by means of a scattering supermatrix S: 

Combining (1) and (21 ,  a single equation can then be derived, taking into 
account all the electromagnetic interactions on the network: it is called the 
B.L.T. equation (Baum - Liu - Tesche): 

(1 - sr) w(o) = sws (3 )  

One can already measure how this equation can be useful to perform the 
optimization phase of an electromagnetic design. However, the main problem is 
to express the waves and S and P supermatrices in any coupling configuration. 

Figure 1: Topological diagram and 
associated topological graph. 
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Figure 2: Topological network. 
,J 

s o u r ce wave- 
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A QUALITATIVE APPROACH 

In this approach, the concepts of topological diagram and graph remain valid. 
The difference is that all the evaluations of the interference are made by 
means of transfer functions. For this, judicious observables must be definied 
at each node of the graph, such as electromagnetic fields or currents and 
voltages and related by means of matricial expressions involving transfer 
operators T, k, as defined in figure 3 .  As an example, the current and 

is given with respect to external electromagnetic voltage at node 3 . 1  

field c} by the relation: fJ3. 1 

n Y 

= T  3 . 1 ; 2 , 2  T 2 , 2 ; 1 , 1  (Lo+ T L )  g}o 
“3.1 

This tool is well suited to evaluate interference on a given structure and to 
propose maintenance specifications. The transfer operators can be measured or 
estimated (defining bounds with matricial norms for example) [1],{3]. The 
main problem is that this approach poorly lends itself to foresee the 
interference value when the geometry of the structure is modified. 

Figure 3: Transfer functions on 
a topological graph. 
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A NEW APPROACH COMBINING QUANTITATIVE AND QUALITATIVE ASPECTS 

The two previous fundamental approaches must progress each in its own way, 
but it must always be kept in mind, that they must meet and merge in a single 
approach in the future. 
Today, an approach conciliating the two is developed, based on the fact that 
a very important way to propagate the interference is constituted by cables. 
As a matter of fact, the multiconductor transmission line network theory is 
well suited to the B.L.T. equation formalism because all the quantities 
defined in (3) can be easily expressed with respect to current I(z) and 
voltage V(z) observables all along the lines [2],[5]. Figure 4 shows the 
electrical modeling of a multiconductor line cell where Z and Y are the 
distributed shunt impedance and parallel conductance matrices respectively. 
Vsand Is shunt voltage and parallel current generators dealing with 
the coupling of external sources'on the wires. 
A Zcmatrix can be defined on each transmission line by: 

are the 

zc= (Z.Y)% (3) 

which allows to express the waves W(z) as: 

W(z) = V(z) + ZCI(Z) (4) 
r and Ws quantities can also be easily derived from Z and Y matrices and Vs 
and Isvectors. 
To obtain a generalization of this network transmission line formalism for 
the treatment of a global electromagnetic internal problem, one may think of 
integrating other forms of electromagnetic couplings into this theory. 
Effectively, apertures, joints, seams, antennas are very common and important 
penetration points in aeronautical vehicles. 

- .-. 

Z '  z+dzl 
Figure 4: Electrical modeling of a multiconductor cell. 

This can be done in two ways. The first one deals with distributing Vsand Is 
generators all along the lines, using direct measurements or 3-dimensional 
codes. The second one consistsin characterizing the coupling in terms of a 
network junction. This is what will be discussed now. 

I 
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3. ELECTROMAGNETIC COUPLING THROUGH AN APERTURE DESCRIBED AS A JUNCTION 

3.1. COUPLING OF TWO WIRES LOCATED ON BOTH SIDES OF AN APERTURE 

Geometrical configuration 

The configuration is represented in figure 5. The aperture is circular, with 
a diameter d, but the study remains valid for any shape, Both wires of length 
1 are parallel to a ground plane at heights hiand h,respectively. The main 
hypothesis here is that conducting wire paths always prevail on any external 
radiation field. 

A 

Figure 5: Coupling 
on both sides 

of 
of 

two wires located 
an aperture. 

Electrical modeling and scattering parameters for small apertures 

This model is valid insofar as the resonances of the aperture are not 
involved. The electrical scheme associated with this configuration is shown 
in figure 6 (the reaction of the inner wire is not taken into account). It 
can be shown that current I and voltage V in the upper volume, create in the 
lower wire shunt current Ieqand serial voltage Veqgenerators [3], defined as: 

V = jwaI (5 )  
(6) 

One can consider this configuration as a four port junction. The scattering 
parameters determination implies that each port is loaded on the 
characteristic impedance of the lines connected to ZcIand ZcIIrespectively 
(see figure 6). 
A 4x4 matrix [SI is then derived and can be divided into four blocks as 
follows 141: 

eq 
Ie = jwPV 
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port, I Port2 ------------------- 

zc, 

Figure 6: Electrical modeling of the 
junction dealing with the coupling of 

two wires through an aperture. z c a  

I I V,, = joal ! 

Junction Port 3 port4 1. _----------------..I 

are 2x2 matrices dealing with the scattering parameters of a 
transmission line and are only slightly affected by the presence of the 
aperture. More important are the 2x2 blocks SIJIIand SI, dealing with the 
signal transfer from one side of the structure to the other. The expression 
of S - -  _components is given by: 

111 and S I I , I I  

1 1  

1 1 1 1  

Scattering parameters Eor large apertures 

It must be noted that the relation (8 )  still remains valid for low 
frequencies (before the resonances of the wires) and can inspire an efficient 
way to go back to 01 and P values. 
However, when the frequency increases, the best way to characterize the 
aperture coupling is the measurement. The scattering parameter determination 
is not made directly. The first step of the work generally consists in 
measuring parameters So of the 4-port junction with a network 
analyser [ S I .  These parameters have the same definition as the "topological" 
S parameters except the load impedance is fixed at Zcogenerally equal to 
50 42. 
The second step is to go back to the Y parameters of the junction with such a 
rnatricial relation: 

the microwave 

1 
CY1 = - (C11 + (C11 - P o l )  (9 )  

c o  
Z 

with [l]: the unit matrix. 

One can then derive the [SI  topological matrix, considering the local 
characteristic impedance matrix [Zc] of the connected lines: 

(10) [ S I  = (111 - C Z C l  CY])= (C11 + CzclCyl)-l 
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Figures 7a,7b,7c illustrate as an example the variation of So,Y and S 
parameters between port 1 and port 3. 
It must be specified that when the length of the lines becomes greater than 
the aperture size, the B.L.T. equation formalism gives the opportunity to 
find the parameters in the actual reference plane of the junction. 

So in d6 
i 
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II I W 

.Figure 7: Evolution of electrical 
parameters between port 1 and port 3. 

a) Microwave parameter. 
b) Admittance parameter. 
c) Scattering parameter. 

3.2. MODELING OF THE FIELD TO WIRE COUPLING 

For this case, one must consider the geometrical configuration represented in 
figure 8. The upper wire in volume I has disappeared and has been replaced by 
an external electromagnetic plane wave. If the aperture is short circuited, 
this wave creates, short circuit electric Escand magnetic Hscfields on it, 
The aperture must be supposed small enough to consider that the distribution 
of the fields is homogeneous. 
Then the question can be asked what should the characteristic of the fictive 
wire in volume 1-be to create such an electromagnetic field distributions. 
For this, the E.M. fields created by a wire on a conductive plane can be 
calculated. According to the notations of figure 8, we have: 

d - +  Z 

zc d2 t y2 

--+ v o  E = - - -  
sc ex (11) 

and 
+ I d +  
H = - -  e (12) 

R 2  Y sc 
d t y2 

where 
medium. 

Zcis the characteristic impedance of the wire, Zo the impedance of the 
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Volume I I "  
1 

Figure 8: Coupling of a plane wave and 
a wire located under an aperture. 

At each extremity (see figure 91, two orthogonal references can be created: Frcrq at port 1, GrCtq at port 2. The short circuit fields 

and Hsc can be expressed according to these new directions and become 

respectively EsCll HsC2 . 
If I is introduced, an index dealing with volume I including indices 1 and 2, 
the topological wave for the fictive wire is defined by: 

_$ + 
Es C 

__++ 

+ w; = VI? ZCIII 

Figure 

on 

9: Electromagnetic field 
created by a wire 
a conductive plane. 

/ 

where t or - indicates incoming and outgoing waves. 
From (11) and (121, defining an equivalent length legby: 

2 dZ+ y2 
1 = -  

e q  Z d 
(141 

72-8 



+ (y = y at the center of the aperture), and a topological field wave WscIby: 
0 + W- S C I  = E S C I +  ZoHscI (15) 

a new scattering equation involving the observables at each port of the 
junction is derived: 

If [SI is the scattering matrix dealing with the coupling of the fictive wire 
and the wire in volume 11, defined in 4 blocks as in (8) , it can be seen that 
[S'] in relation (16) is equal to: 

(17) 1 -'I , I  1 /le q 
*1 L I I  

As the scattering parameter definition needs to have a ratio V/I equal to Zc, 
it is seen that the ratio E(y)/H(y) remains equal to Zo. So, by adjusting the 
value of the medium impedance, it is possible to simulate any direction of 
the incident plane wave. 
In fact, a single wire can be shown as an approximate tool to simulate a 
plane wave but as a convenient system for testing a structure. One could also 
think of measuring the scattering parameters when the wire in volume I is 
replaced by a conductive plane, thereby defining a stripline. 

4. APPLICATION OF THE TOPOLOGICAL CONCEPTS ON A SCALE MODEL 

CHARACTERIZATION OF THE INJECTION 
The previous results are applied on a scale model (l/lOth 1 of the C160 
Transall aircraft. Figure 10 shows the experimental set-up. Several wires (in 
dotted lines) run inside the structure and the external coupling paths are 
essentially constituted by two apertures 1 and 2. 
An external wire excitation is chosen as in 11.1, 11.2 and 11.3, but to 
maintain a constant characteristic impedance, the wire is replaced by a 
coaxial cable unshielded at the level of the apertures. This convenient means 
of excitation allows to easily choose the aperture to be irradiated. The 
frequency range can reach up to 100 MHz with less than a 3 dB variation and 
Z remains equal to 50 Ci except at the aperture level [7]. 

Figure 10: External and internal 
wire location on the scale model. 

TERNAL WIRE 



HIGH FREQUENCY MODELING OF INTERNAL COUPLINGS 

If interference precalculations are to be made, it is necessary to make 
circuit modelings of the couplings. This can be done using powerful personal 
computer codes such as "Touchstone". Such a code provides the opportunity to 
perform curve optimizations: specific goals are introduced and the adjustment 
of pertinent parameters is made automatically. 
The electrical characterization of the scale model is made in a topological 
sense which means that each part is studied independently. As an example, 
figure 11 represents the different ports where measurements are performed on 
the wing. Considering this configuration as a four port system the So 
parameters have been obtained and simultaneously, a modeling of the 
electrical circuit has been done. To take resonances in the aperture into 
account, several generator cells have been provided as reported in figure 12. 
Finally, a comparison between measured and modeled transfer functions can be 
performed using the B.L.T. equation. Figure 13 gives an example of the good 
agreement between both results at port 4, Consequently, we are now able to 
foresee the consequences of any modification on this geometry, by fitting the 
value of the pertinent circuit elements. 

Figure 11: Different ports 
of measurement on a wing. 

L 

Port 4 Unshielded cable Port 3 

Wire 1 

Figure 12: Electrical modeling of 
the coupling through the aperture 
taking resonances into account. 

Wire 2 

Figure 13: Comparison between measured 
and modeled transfer functions on port 

4 of the- wing. 
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5. CONCLUSION 

The electromagnetic topology must lead to the definition of an 
electromagnetic design tool. Nowadays, several methods must be developed at 
the same time: the fundamental concepts, elaborated by C.E. Baum; a 
quantitative way dealing with the use of graph concepts. Another interesting 
method, combining the two previous ones, is to generalize the multiconductor 
transmission line network theory in the aim of integrating well known 
electromagnetic couplings in the formalism. 
The treatment of an aperture as a four-port junction is an aspect of this 
development, and has proved itself to be a convenient means to test internal 
electromagnetics. In the future, other aspects such as antenna couplings and 
current diffusion will be treated. 
In conclusion, the B.L.T. equation coupled with the multiconductor 
transmission line network formalism could become, in the future, the basis of 
an electromagnetic design tool. 
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A REAL SCALE SIMULATOR FOR HIGH FREQUENCY 
LEMP 

D. GAUTHIER - D. SERAFIN 

CENTRE! D’ETUDES DE GRAhlL4T 
46500 GRAMAT 

ABSTRACT : The paper describes the real scale simulator designed by the Centre d’Etudes 
de Gramat (CEG) to study the coupling of fast rise time Lightning Electromagnetic pulse 
with a fighter aircraft. The system capability of generating the right electromagnetic 
environment has been studied using a FDTD computer program. 
First data of inside stresses are then shown. A time domain and a frequency domain approach 
are exposed and compared. 

1. INTRODUCTION 

Nowadays aircrafts become more and more sensitive to the high frequency electromagnetic 
pulses generated during a lightning strike event. This is due to the extensive use of both com- 
posite material in the fuselage and digital electronic whose susceptibility towards High Fre- 
quencies (HF) is important. Recent in flight lightning measurement campaign [l], [2] have 
revealed significant single current pulses whose rise time can be much faster than the micro 
second range. Such pulses seem to originate from the re-ignition phase when the lightning 
channel is already ionized. Their spectrum can show a significant frequency content up to few 
tens of Megahertz. 

It is not yet well established whether this new kind of threat has to be normalized or not and 
taken into account during qualification process. In order to study the coupling of such high 
frequencies Lightning Electromagnetic Pulse (LEMP) with inner aircraft cables a simulator 
has been designed by the Centre d’Etudes de Gramat (CEG). 

The fast rise times associated with high current amplitude suggest to use a coaxial return path 
technique to be able to simulate faithfully the electromagnetic environment created by light- 
ning. 

2. OVERVIEW OF THE SIMULATOR DESIGN 

The simulator is based upon the coaxial return path technique. This technique has previously 
been used with Transall and Mirage Scale Model Studies [3]. The aircraft under test is consi- 
dered as the central conductor of a coaxial line whose outer conductor is made by a set of 
wires surrounding the aircraft (see fig 1). Under the aircraft the return current is driven 
through a copper ground plane. The distance between the central core and the return path is 
adjusted to avoid any air breakdown during the high voltage tests. Two other parameters 
which are of great importance for the set up of the return wires are the electric field at the 
fuselage surface and the characteristic impedance of the line. We tried to maintain the second 
around the fixed value of 50% while the first one is compared with 3D computer calculations 
(see next section). 
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The aircraft stands on metallic adjustable posts. Those three posts are situated inside the line. 
It has been checked that the change in the characteristic impedance due to this configuration 
does not affect strongly the rise time of the injected current. The current is injected at the 
nose of the aircraft, the end of the line can be terminated by various charge impedance or 
short circuited. 
The following experiments have been performed using a low level generator (IC = 500 A). 
Future works will be proceeded with a variable (5 - 15 kA) high level generator whose rise 
and decay times will as well be adjustable. 

3. OUTER COUPLING 

As a first step it seems of the greatest interest to measure the electromagnetic environment 
created by the simulator using Finite Difference Time Domain (FDTD) computer program. 
The code called GORFF-VE has previously been used to interpret the data from in flight 
lightning measurement campaign [4]. The good agreement between real data and numerical 
calculations has allowed to get a good confidence in the ability of the code to reproduce in 
flight lightning electromagnetic environment. Hence numerical calculations are now used to 
validate the simulation tool. 

Accurate description of the GORFF-VE 3D code can be found in numerous publications [5], 
161. 

The current shapes injected at the nose of the aircraft experimentally and numerically are 
presented figure 2. 

Electric and magnetic fields have been measured for various points on the half of the total 
fuselage by reason of symetry. Measurements have been performed using active sensors and 
fiber optic link. Mappings of the peak values of the electric and magnetic fields are reported 
figure 3 and 4. 

For a better understanding temporal shapes of the recorded signals are compared with nume- 
rical ones. This is only possible using a transfer function technique because of the difference 
in the experimental and numerical injected currents (see fig 2). 

To be consistent and to eliminate the mismatch problems at the aircraft nose, value of the 
major magnetic field component at the nose (Hyl) is taken as a reference. 

Only the time domain derivative is compared for the electric field because the numerical 
decay time is strongly dependent upon the aircraft capacitance. 

Both equations are used : 
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Fourier transform analysis are performed in the lo4 - lo8& range. After inverse Fourier 
transform (1) and (2) are compared with the experimental signals (fig 5, 6). A study of all the 
experimental points allow to conclude that two zones appear on the aircraft : 

Booster and back fuselage zone where experimental recordings are much higher than 
what is expected from the calculations, 

Everywhere else experimental signals fit quite well the theoretical predictions. 

Hence, comparison between the electromagnetic environment created by the simuiator and 
calculated from the 3D FDTD GORFF-VE code indicates that the coaxial return path simu- 
lation is appropriate to reproduce the fast rise time lightning electromagnetic stress. Due to 
the good agreement on the outer electromagnetic peak values and time domain shapes, inner 
coupling results should be representative of the in-flight situation. 

4. INNER COUPLING 

Ten different points have been instrumented inside the Mirage aircraft. Six cable currents 
have been measured and for four points inner fields have been recorded. The levels recorded 
are significant, six typical recordings are presented fig. 7. As well as time domain measu- 
rements, frequency domain measurements have been performed using a vectorial network 
analyser. From those experiments transfer functions up to 200 MHz, normalized to Hyl value 
are deduced (fig. 8). 

Using these functions and the Fourier transform of Hyl at the nose of the aircraft, we have 
been able to deduce stresses inside the aircraft. Theses stresses are compared with the measu- 
red one for four different cases (two currents, two H fields). 

As the frequency spectrum of Hyl is well defined only up to 20 MHi a good agreement can 
be obtained as long as the inner signal does not contain too high frequencies (HYIPPB, 
ITPBC). If this is not the case discrepancies are observed (HXIS, ITSER) because the high 
frequency exitation is not the same in the two cases (fig 9). As the frequency spectrum of Hyl 
is limited to 20 MHz (due to the 80 dB dynamic measurement range), only noise is then 
recorded after this limit and the frequencies higher than 20 MHz are then altered. Limiting 
the analysis up to 20 MHz then cancel out those frequencies. 

5. CONCLUSION 

We have presented a real scale simulation tool able to reproduce quite faithfully the electro- 
magnetic environment generated by fast rise time lightning pulses. 
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The first series of measurements inside the aircraft have been presented. They show the limi- 
tations of the frequency domain analysis. Still more work has to be done on a more realistic 
aircraft and at real threat to define Thevenin equivalent generators for the s 
cable bundles and to compare those values with advisory circular recommended waveforms 
for aircraft certification. 

A link between Thevenin 
future qualification tests. 

This word was supported 

generators and cables bundle currents would also be helpful for 

bY 
French Ministry of Defence. 
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FIGURE 1 : Picture of an overall view of PARSIFAL simulator 
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FIGURE 2 : Time domain behavior of the experinlental 
and the numerical currents injected on the Mirage 
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FIGURE 3 : Peak values of Hy fields on the fuselage. Numbers in brackets are from the 
calculations. Units are in A/m 

FIGURE 4 : Same representation as figure 3 for the E peak values. 
Units are in E9 V/m/s 
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FIGURE 5 : Time domain comparison for 6 Hy points of the fuselage 
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EIGURE 8 : Examples of transfer function measured with a network analyser : 

HYIPPB : Hy field in the cockpit, near the UHF command box 
HXIS : Hx field in the equipment compartment 
ITSER : current on the cable bundle of the emitter 
ITPBC : current on the cable bundle of the UHF emission box 
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A THEORETICAL ANALYSIS OF THE ELECTROMAGNETIC ENVIRONMENT 
OF THE AS330 SUPER PUMA HELICOPTER 

EXTERNAL AND INTERNAL COUPLING 

F. FLOURENS - T. MOREL 
GERAC - B.P. 19 - 46500 GRAMAT - FRANCE 

D. GAUTHIER - D. SERAFIN 
CENTRE D’ETUDES DE GRAMAT - 46500 GRAMAT - F%ANCE 

ABSTRACT : Numerical technics as FDTD computer programs, that have first been 
developed to analyse the external electromagnetic environment of an aircraft during a wave 
illumination, a ligthning event or any kind of current injection, are now very powerful 
investigative tools. The program called GORFF-VE, has been extended to compute the inner 
electromagnetic fields that are generated by the penetration of the outer fields through large 
apertures made in the metalicall body. Then, the internal fields can drive the electrical 
response of a cable network. The coupling between the inside and the outside of the 
helicopter is implemented using Huygens’s principle. 

’ 

Moreover, the spectacular increase of computer resources, as calculations speed and memory 
capacity, allows the modelization structures as complex as these of helicopters with accuracy. 

In this paper, this numerical model has been exploited, first, to analyse the electromagnetic 
environment of an in-flight helicopter for several injection configurations, second to design a 
coaxial return path to simulate the lighning aircraft interaction with a strong current injection. 
The E-fields and current mappings are the result of these calculations. Among the rbsults, the 
resonance modes of the global structure have been emphasized. 

1. INTRODUCTION 

From recent in-flight lightning measurements, it has been noted that fast rise time pulses 
were associated with the discharge. The study of the coupling phenomena of these pulses with 
either electronic on-board devices or on-board cables, necessitates to threaten a real scale 
aircraft with a fast rise time generator. The use of a coaxial return path technique allows to 
simulate the electromagnetic environment created by the direct injection of a fast rise time 
current pulse. This technique of simulation has previously been used for a TRANSALL 
aircraft and a M2000 fighter (l), (2). In the latter cases, the electromagnetic environment was 
evaluated using a theoretical model like a FDTD computer code, and using experimentations 
on scale models. The results obtained by the two methods have agreed quite rightly. 

The FDTD computer code was used to evaluate the performances of the coaxial return path 
technique for the simulation of fast rise time lightning pulses on an helicopter. The theoretical 
improved model allows the calculation of both the outer and inner electromagnetic environ- 
ment of the structure. Then, the results of several injection configurations are compared one 
with the other. The two main configurations are, first the injection of the pulse at the front of 
the in-flight helicopter when an exit channel is connected at its rear, and, second, the same 
injection but using a coaxial return path technique. 
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2. OVERVIGW OF THE THEORETICAL METHOD 

2.1. Basics of the model 

The theoretical model solves MAXWELL'S equations in the time domain using finite diffe- 
rence approximations for the partial derivatives in time and space. This method which is sui- 
table for transient analysis has already been reported several times (3), (4). The three dimen- 
sional finite difference representation of the helicopter is implemented in the centre of a 3D 
finite difference space grid ; this representation is constituted by a set of unit metallic sur- 
faces. The inner and the outer fields can be computed together, during the same computer 
run for two reasons : first, because we computed the total electromagnetic fields in the grid 
and second because we didn't need different cell sizes for the inner and outer representation 
of the helicopter. The space domain is discretized as a set of elementary parallelepipedic cells. 
Six field components are evaluated in each cell of the grid. Figure numer 1 shows where the 
electric (E) and magnetic (H) components are computed inside the cell. Then, the structure 
under study is modelized as a set of unit surfaces that are the sides of elementary cells. The 
electric field components that are tangential to its surfaces are forced to zero. Now, if there is 
an aperture in the structure at this location, the tangential fields are computed in the same 
way as in free space. However, this very simple method for the apertures is accurate only if 
their dimensions are superior to the size of the cell. The ratio between aperture dimensions 
and cell size must be superior to five in order to get good results. 

A thin wire formalism that uses a transmission line approximation has been added to the code 
to model the lightning channel, cables and wires of a coaxial return path. All these wires can 
have non parallel direction with the cell axes and can be connected to metallic surfaces or one 
to the others Generators and impedances can electrically load the wires. 

The computer programm called GORF'F-VJ3 has previously been used to interpret the data 
obtained from in-flight measurements (5 )  ; the good agreement observed between these datas 
and the calculations, has validated the code for computing the in-flight lightning electroma- 
gnetic environment. 

2.2. FDTD model of the helicopter 

The FDTD representation of the structure is presented on figure number 2. The apertures 
are presented on figure numer 3. The size of an elementary cell is 10 cm x 15 cm x 20 cm. 
These dimensions give a time step equal to 250 picosecond and allow frequency spectrum up 
to 300 MHz for the calculated signals. 

The largest aperture of the structure is the windows of the canopy. This set of windows is an 
important way of penetration for the electromagnetic fields during the current injection. Two 
cables were set inside the helicopter, to compute an open circuit voltage and a short circuit 
current. These two signals are both evaluated during a single run. The wires are situated 60 
an above the floor, and oriented from the rear to the front of the cabin. They are 5,4 meters 
long each. The position of the wires is shown figure number 4. 

The coaxial return path is composed of six wires surrounding the helicopter. The structure is 
the inner conductor of the coaxial transmission line which characteristic impedance is about 
50 ohms. The coaxial return path is simulated in a very simple way with the thin wires 
formalism ; this is displayed figure number 5. The generator is matched to the line impedance 
and the line can be terminated by various charge impedance or short circuited. For the 
following simulations, the charge impedance is the characteristic impedance of the injection 
line. 
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23. Results of the models 

The electromagnetic results given by the computations are : 

- the E-fields and H-fields in the time domain for several inner and outer observation 
points (see figure number 6). These results are FOURIER transformed to point out 
resonance frequency, 

- the mapping of the maximum values of the H-fields on the outer surface of the strue 
ture, 

- the mapping of the maximum values of the inner E-fields and H-fields on the syme- 
try-plane of the helicopter cabin, 

- the current and the voltage generated on the wires ends. 

These results are obtained for several injection codigurations. Two configurations are 
reported : 

- in-flight injection at the nose of the helicopter, 

- injection at the nose of the helicopter with a coaxial return path. 

2.4. Injected current 

The shape of the injected current is an arch of a square sinusoide. The rise time (0 - 100 %) 
of these signals is about a 50 nano second. The shape of the time functions and its FOURIER 
transformation are given figure 7. 

3. OUTER RESPONSE OF THE HELICOPTER 

3.1. In-flight calculations 

The outer response of the helicopter was computed when the apertures had been closed and 
then opened. The same differences exist between these two calculations. The results obtained 
for several typical observation points are displayed in the next array, for a 1000 Amp injected 
current. 

The appartures modify the electromagnetic fields only in their vicinity. Generally speaking, 
the values of the fields are reinforced when the apertures are opened. Figure number 8 shows 
the H-field distribution on the structure with and without apertures. 

Several resonances are observed on the outer response, both with or without apertures. The 
two main values of resonance are 7 MHz and 10 MHz, as shown on the E and H-fields for the 
observation point n"3 (figure 9). The first frequency of 7 MHZ is issued from the longitudinal 
resonance of the helicopter. The wavelength of this resonance (= 43 m) is greater than twice 
the length of the helicopter (= 32,s m) because its cross section is large compared to its 



length. A corrective factor of 1,3 must be applied to find the correct resonance value (6). The 
second resonance of 10 MHz is issued from the blades of the main rotor. The wavelength of 
this resonance (= 30 m) is exactly four time the length of the blade (7,5m). 

3.2. Coaxial return path calculations 

The result obtained from the in-flight calculations are compared with the results calculated 
with the coaxial injection structure, on the following array. 

Observatio I Point 1 
I 

~ 

4 

5 

In-flight Return Discrepancy 
path 

+ 33 % 

+ 15% 

30 I 67 I -t 123 % 

23 I 30 I + 30% 

- 14 % 

-25 % 

~ 

93 I 225 I + 142 % 

68 I 83 I + 22% 

The value of the simulated charge densities and current densities with the coaxial technique 
are quite similar, except for the observation point number 4. This point is located at the back 
of the structure. The difficulty to realize a good adaptation of the coaxial transmission line in 
this part of the structure, generates an overestimated value for the E-field. Moreover, the 
concentration of the current density lines along the fuselage generates an overestimation of 
the H-field values. 

Generaly speacking, as one can see on figure number 10, the coaxial transmission line injec- 
tion technique reproduces correctly the in-flight external environment. 
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4. INNER RESPONSE OF THE HELICOPTER 

The calculations of the inner environment for the in-flight injection and for the coaxial injec- 
tion have displayed the same evolution for both the E-field and H-field. The analysis of the 
results is done, first when the cables are in-place and, second, when the cables are removed. 

4.1. E.M. environment of the structure without cables 

The internal results are the E and H space fields. The value of these two fields decreases of 
about 50 dB between the front of the canopy and the back of the metallic cabin. The same 
values of attenuation are observed for the two configurations of injections as one can see on 
figure number 11. Cavity resonances are observed inside the structure. Their frequencies can 
be evaluated by the basic relation used for a rectangular cavity : 

fm, n, p - _ -  2 / -  a 

where c is the speed of li&t and a, b, d the dimensions of the cavity. Applied to the helicopter 
cavity dimensions, this relation gives the following resonance frequencies : 

-> 65MHi 
-> 78MHZ TElol 

96 MHz =lo2 TM 
TE103/ 110 -> 
TEiii/TM111 -> 100MHz 

Upper modes (f > 100 MHz) can also be driven by the incident electromagnetic fields. The 
FOURIER transformation of the electric fields calculated in the middle of the cabin are given 
figure 12. The transformation shows the cavity resonance frequency, overlaid with the outer 
ones. The only discrepancy observed between the in-flight results and the coaxial return 
results lies in the relative importance of the cavity resonances. The highest modes (f > 100 
MHz) are dominant for a coaxial injection while they are not for an in-flight injection for two 
reasons. First, because of the shorter rise time of the current density when the coaxial return 
path is employed and second, because of the different way of field penetration through the 
apertures. This is not important for field levels, but it is may become important if cables can 
couple energy in this frequency domain. 

42. E.M. environ~ent of the structure with the cables 

The presence of the cables inside the helicopter doesn’t modify the external electromagnetic 
environment but drastically increases the field levels inside the cabin. The ratio between 
middle and front fields become inferior to 25 dB compared to the 50 dB observed without any 
cables. The cables resonnances affect the internal response as one can see on the Fourier 
transformation of the inner electric field (see figure 13). In this case, the presence of the 
cables has no effects on the value of the cavity frequency resonance. The influence of these 
cables is important because they run just behind the canopy apertures. The induced signals 
conducted along these wires pollute all the cabin. 

The voltage and the current induced on the wires show resonances. Their wavelengths are 
multiples of the wires length. These signals are displayed figure 14, in the time and the 
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frequency domain. The response of the wires are the same in voltage and current, for the in- 
flight injection and for the coaxial one. The mappings of the inner electromagnetic fields are 
given figure 15 for this two configurations and one can see a good adequacy between the 
results. 

5. CONCLUSION 

The current injection on an helicopter using a coaxial return path for the currents allows to 
reproduce faithfully the electromagnetic environment generated by a fast rise time lightning 
pulse, when the attachement point is located on the nose of the helicopter. Additional study 
may be necessary to analyse other configurations of injection. 

Nevertheless, if some discrapencies are observed at the rear of the structure for the outer 
environement, the inner electromagnetic fields are very close between the two way of simu- 
lation. The reason is that the major way of coupling between the exterior and the interior are 
the windows of the canopy located at the front of the helicopter. Consequently, electrical 
signals generated on wires are quite in accordance. 
Numerical simulation is a powerful tool to analyse the fields involved during a lightning event, 
or during a lightning test with a simulator. This way of investigation shows that coaxial tech- 
nique is able to reproduce the lightning environment of an helicopter, although the theoretical 
model of the coaxial return path was simplified. For real simulation test, this return path may 
be of a better geometry and may give better results than numerical simulations. 
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FIGURE 5 : Structure of the coaxial line 

FIGURE 6 : Observation points 
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FIGURE 8 : H-field repartition - I ~ J F ~ D  = 1,6 Amp 
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THREE-DIMENSIONAL TIME DOMAIN MODEL OF LIGHTNING 

INCLUDING CORONA EFFECTS* 

Andrew S .  Podgorski 
Electromagnetic Protection Group, Institute for Information Technology 

National Research Council of Canada, Ottawa, Canada K1A OR6 

ABSTRACT 
A new 3-D lightning model that incorporates the ef- 
fect of corona is described for the first time. The new 
model is based on a Thin-Wire Time Domain Lightn- 
ing (TWTDL) Code developed previously. The 
TWTDL Code was verified during the 1985 and 1986 
lightning seasons by the measurements conducted at 
the 553-m CN Tower in Toronto, Ontario. 

The inclusion of corona in the TWTDL code allowed 
study of the corona effects on the lightning current 
parameters and the associated electric field 
parameters. 

INTRODUCTION 
To overcome problems resulting from the straight 
line channel approximation, the pre-defined channel 
current distribution, and the pre-defined channel cur- 
rent propagation speed, the author previously intro- 
duced the first fully 3-D time domain model of 
lightning based on the Thin-Wire Time Domain 
Code [l]. 

This new 3-D model not only accepted the 3-D 
geometry of the lightning channel but also calculated 
the lightning current distribution and speed of 
propagation of lightning current in the channel. In 
the model the provision was made for resistive and 
non-linear loading of the lightning channel, conse- 
quently permitting studies of the stepped leader and 
of the channel branching. The most important asset 
of the proposed model was the ability to model the 
effect of structures (towers, airplanes, etc.) on lightn- 
ing current and vice versa. This led to the develop- 
ment of a unified lightning threat concept [2] that 
allowed definition of lightning parameters describ- 
ing the lightning currents measured on the ground, 
towers, or airplanes [3,4,5]. 

Lightning that was modelled using proper resistance 
of the lightning channel demanded that the final 
breakdown point be located <20 m from the top of 
the tower. Considering this, it was always the 

* NRC No. 31801 

intention of the author to include the effects of 
corona in the proposed model of lightning, to ac- 
count for measurements indicating that the location 
of the final breakdown point can be > lo0  m from the 
top of the tower. The corona model presented here 
was supported by a publication describing experi- 
ments on coronas generated in laboratories [6]. 

THE THIN-WIRE TIME DOMAIN 
LIGHTNING MODEL 

The Thin-Wire Time Domain Lightning model is 
based on a concept presented in Fig. 1 and it is 
obtained by combining the basic four models of posi- 
tive, negative, upwards, and downwards lightning 
models of Berger [7] into one return stroke model. 
To form a new 3-D Thin Wire Time Domain Lightn- 
ing Code (TWTDL), the Thin-Wire Time Domain 
(TWTD) Code and the Waterloo Analysis and Design 
(WATAND) Code are combined. The new TWTDL 
Code permits calculation of the currents of thin-wire 
structures using a moment method solution of the 

Figure 1. Return stroke phase of a lightning channel: 
(a) presented in Ref. 7; (b) used in the TWTDL 
model 
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electric field Maxwell’s integral equations. The Code 
computes a time domain solution by setting up a 
geometry-dependent matrix that relates the applied 
electric field to the induced currents and solves the 
matrix equation as an initial-value problem for the 
time-dependent induced current distribution. The 
induced currents are then used to find the 
time-dependent radiated and scattered fields. The 
thin-wire approximation used in the TWTDL Code is 
well suited for modelling of lightning since the 
diameter of the lightning channel is much smaller 
than its length. 

The original TWTD Code permitted modelling of 
only simple non-linear loads such as diodes. The 
addition of the Waterloo Analysis and Design 
(WATAND) computer code resulted in the ability of 
the TWTDL Code to accept resistances, capacitan- 
ces, inductances, and non-linear and piecewise- 
linear voltage and current controlled resistances. The 
implementation of piecewise-linear resistances 
(switches) into the TWTDL Codes allowed the 
modelling of lightning branching and the implemen- 
tation of voltage and current controlled resistances 
permitted modelling of non-linear effects during the 
attachment process. An example of the modelling of 
the effects of channel elongation process (stepped 
leader) on the lightning currents is shown in Fig. 2. 

The TWTDL Code does not allow for DC charging 
of the lightning leader due to the requirement that the 
net charge on the modelled system always be zero. 
However, since the charge can be divided among 
different segments of the structure, the lightning 
channel charging can be accomplished by imposing 
a step charge at the cloud represented by multiplicity 
of short segments and by waiting long enough for 
stabilization of the initial charge and the field distur- 
bance to occur (Fig. 3). Because of the 3-D character 
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Figure 2. Time domain response of the lightning 
current that includes the effects of channel elonga- 
tion process (stepped leader) 
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Figure 3. Charging mechanism in the TWTDL Code 

of the TWTDL Code and its novel charging 
mechanism it was possible to model not only the 
cloud-to-ground lightning-tower interaction but also 
the intracloud and intercloud interaction of aircraft 
with lightning. 

The validation of the TWTDL Code was ac- 
complished through lightning current measurements 
conducted at the tallest free standing structure in the 
world, the 553-m CN Tower in Toronto, Canada. The 
CN Tower was chosen because of its free-standing 
character, dominating height, small overall diameter, 
and easy access to the location near the top of the 
tower where the free from the ground reflection 
lightning current measurements had to be made. The 
lightning current measurement system [SI installed at 
the CN Tower in 1985 had a response time of 50 ns. 
During the 1985-86 lightning seasons 94 lightning 
strokes were recorded. With the new measuring sys- 
tem, lightning current rise times in the order of 
100 ns were recorded on tall towers for the first time. 
The measured rise time values compared very well 
with the values predicted by the TWTDL computer 
model. The same applies to the waveshape com- 
parison, as can be seen on Fig. 4 where small details 
such as the effects of the attachment process, the 
ground reflection, the length of the lightning chan- 
nel, and the height of the attachment region are cor- 
rectly displayed. The comparison of measured and 
calculated waveforms revealed the presence of large 
numbers of measurements containing waveforms 
with very short 100 ns rise times. 

The modelling of the 100 ns rise times required the 
placement of the final breakdown point at a distance 
of a few metres from the top at a tower, if the value 
of channel resistance was not to be decreased below 
acceptable levels. However, the presence of the final 
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Figure 4. Calculated and measured lightning current 
waveform at the CN Tower 

breakdown point so close to the top of the tower is 
not supported by video recordings. In the computer 
model, the distance of final breakdown point from 
the top of the tower could only be increased if there 
was a mechanism that could decrease the losses 
(resistance) and therefore the rise time of the current 
waveform. The only mechanism that could be 
responsible for such a decrease of risetime could 
have been the presence of corona. The description of 
cold and relatively dark corona around a lightning 
channel given in Ref. 6 allows the inclusion of the 
corona effects into the previous lightning model 
based on the use of the TWTDL Code. 

MODELLING OF CORONA EFFECTS 
Reference 6 stipulates the presence of corona not 
only during the interstroke interval but in all phases 
of the lightning discharge. The corona charge is 
deposited around the thin lightning channel by a 
radial electric field pushing it away from the 
channel. 

In relatively large electric fields existing near the 
channel, the radial electric field will carry the corona 
charge away at the speed of light. Reference 6 sug- 
gests that the radius of lightning corona expands up 
to 120 m and implies that a corona envelope of this 
size is relatively dark and not easily observable. 

In order to model the effects of radial corona, radial- 
ly resistively loaded wires were added to the pre- 
vious lightning model. Figure 5 shows the structural 
geometry of the new lightning model. In this model 
the lightning, corona channels, and the CN Tower are 
described in terms of 3-D straight wire segments 
loaded with resistances. The segment length rule for 
the TWTDL Code is defined by: 
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Figure 5 .  A 3-D view of a TWTDL input structure 
simulating corona effects 

(1) L 5 c A t  

where A t is the duration of the time step and e is the 
velocity of light in vacuum. 

Since it was the author’s intention to analyze the 
lightning behavior using a time resolution com- 
parable to the shortest rise time reported, a time step 
of a 140 ns was used. For 140 ns time step the model 
required 78 segments to model the main lightning 
channel and an additional 120 segments to model the 
effects of corona. 

The thin-wire approximation used in the TWTDL 
Code required that the segment diameter be less than 
the segment length. While the exact limits have not 



been determined, the following has been found to 
give good results: 

D s 1.2L (2) 

where D is the segment diameter and L the segment 
length. The attachment region of the model Fig. 5 
was modelled by a non-linear (voltage or current 
controlled) resistor, with an OFF resistance of 10 P 
and ON resistance of 3 62, series inductor and paral- 
lel capacitor. 

The resistive loading of the lightning channel was 
determined from the experiments conducted at the 
CN Tower. A resistance value of 30 SZ for a 42-m 
segment (0.7 P m-l) was used, as this value was 
found to give the best results when the measured and 
calculated waveshapes of analyzed lightning were 
compared. The resistive loading of the corona chan- 
nel was varied between 0.7 and 7 52 m-'. 

STUDY OF LIGHTNING CURRENT 
In the study of corona modelling it was assumed that 
the lightning channel is vertical and straight. This 
assumption was not required by the model but it 
greatly simplified the analysis. To account for an 
average lightning stroke response the height of the 
attachment region was placed at a height of 277 m 
over the top of the 553-m tall CN Tower. The height 
was chosen on the basis of the current rise time that 
for such a height has an average value of about 
500 ns for models that either include or do not in- 
clude corona. Figure 6 presents the values of the 
peak current amplitude of the lightning current as a 
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Figure 6. The peak current amplitude of the lightn- 
ing current as a function of the position along the 
lightning channel 

function of the position along the lightning channel. 
The changes are drastic and indicate introduction of 
losses into propagation along the lightning channel. 
The corona peak current reduction is smallest at the 
attachment point and equals 25% of the peak current 
without the corona. At a height of 2000 m above the 
attachment point the effect of corona results in a 40% 
reduction in a peak current amplitude. 

The rise time of the lightning current waveform 
along the lightning channel is displayed by Fig. 7. It 
can be seen that, in the regions on both sides of the 
attachment point, a 30% reduction of the current rise 
time occurs. The region of the rise time reduction 
extends 200 m up and 200 m down from the attach- 
ment point. In regions further away from the attach- 
ment point the presence of corona increases the rise 
time of the lightning current waveform. However, 
this increase does not exceed 20% up to a height of 
2 km above the attachment point. 

The effect of corona on the rise time of the lightning 
current explains the presence of 100 ns rise times 
measured at the CN Tower [2]. Figure 7 shows that 
without the presence of corona the variation of the 
height of the attachment point with respect to the top 
of the tower cannot be larger than 20 m in order to 
provide for the rise times shorter than 340 ns. The 
presence of corona extends this variation of the 
height of the attachment point to 100 m. The 
presence of the attachment region at a height of 
100 m above the top of the CN Tower is easily sup- 
ported by the video recordings. 

The increase of rise time as a result of the presence 
of corona explains the presence of high peak current 

Figure 7. The rise time of the lightning current as a 
function of the position along the lightning channel 
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derivatives measured at towers and airplanes [4]. 
Figure 8 indicates that, in proximity to the attach- 
ment region, the presence of corona extends the 
region of high peak current derivatives. It is inter- 
esting to note that outside of the attachment region 
the corona reduces the peak current derivative by 
about 40%. 

One of the parameters that created much controversy 
in the past is the velocity of current wavefront in the 
lightning channel. Figure 9 shows the velocity of the 
current wavefront nomalized to the speed of light. It 
should be noted that this calculation was made for a 
straight lightning channel. Therefore, assuming 
channel tortuosity of SO%, one can easily divide the 
normalized velocity numbers of Fig. 9 by a factor of 
two and obtain average velocity in order of 40 to 
45% of the velocity of light. 

The important conclusion from Fig. 9 is, however, 
related to the variation of the velocity of propagation 
of low and high frequency components of the 
propagating current wavefront. Figure 9 displays the 
velocity of propagation of two points at the front of 
the current waveform. One of these points is located 
in the middle (50%) of the waveform and the other 
at its peak. The 50% point can be related to the high 
frequency components of the waveform, while the 
peak point can be related to the low frequency com- 
ponents of the waveform. Figure 9 reveals that the 
high frequency components (50% point) are 
propagating with the velocity close to the velocity of 
light, while the low frequency components travel 
with velocity considerably lower than the velocity of 

Height (m) 

Figure 8. The peak current derivative as a function 
of the position along the lightning channel 
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Figure 9. Velocity at propagation of the lightning 
wavefront as a function of the position along the 
lightning channel 

light. The slowest velocity of propagation occurs in 
the attachment point region. 

It is interesting to note the very small effect of 
corona on the velocity of propagation of both the low 
and high frequency components of the current 
waveform. The corona decreased the velocity of 
propagation of the two waveforms by only 5%. How- 
ever, the presence of corona has a substantial effect 
on the electric field perpendicular to the surface of 
the lightning channel, as shown in Fig. 10. This field 
responsible for propagation of corona is reduced by 
the presence of corona channels. Figure 10 indicates 
that, in cases without corona, the region with the 
electric field higher than 1 MV/m extends up to a 
height of 600 m above the attachment point. With the 
presence of corona the field of 1 MV/m extends only 
to a height of 200 m above the attachment point. It 
appears that the corona is self-confining. 

This finding is better displayed in Fig. 11 where a 
comparison of charge density of lightning channel 
with corona (charge e,) and without corona (charge e,,) is presented. Figure 11 shows that up to the 
height of 800 m above the attachment region the 
charge of the lightning channel is increased by 15% 
in the presence of corona. 

STUDY OF RADIATED FIELDS 
In the TWTDL Code, the values of the radiated 
electric fields (E-fields) are calculated from pre- 
viously determined lightning current values. How- 
ever, a perfectly conducting ground is assumed for 
the purpose of calculation of the E-fields generated 
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Figure 10. Peak of the electronic field perpendicular 
to the lightning channel as a function of the position 
along the channel 
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Figure 11. Comparison of charge density of lightn- 
ing channel with corona (ec, and without corona 
(Qnc) 

by the lightning channel. This simplification allows 
the total field to be calculated by summarizing the 
effects of previously calculated lightning currents 
and their underground images. The approximation 
used gives very good results for high frequency 
radiated components of the E-field, but it may create 
some problems for middle frequency components as 
these components can be trapped in a wave prop- 
agating parallel to the ground. The perfect ground- 
ing assumption permits accurate prediction of the 

E-fields of the lightning channel located over the sea 
water, a distance of a few kilometres from the shore. 

The TWTDL Code permits the verification of the 
relationship between lightning current and electric 
fields parameters. The peak E-field amplitude calcu- 
lated as a function of distance from lightning channel 
using the TWTDL Code is shown in Fig. 12. From 
Fig. 12 it should be noted that the E-field peak 
amplitude decreases with the inclusion of corona. It 
can be seen that the low resistance corona, modelled 
with a corona channel resistance of 0.7 8 m-', is 
responsible for much greater field reduction than the 
corona modelled with a corona channel resistance of 
7 8 m-l. Corona appears to be responsible also for 
the narrowing of the near field region. It can be seen 
that the near field region is reduced from 5 km, for 
a case where there is no corona, to about 1 km, if the 
effect of corona is included. A very interesting 
phenomena can be observed at a distance less than 1 
km from the lightning channel; for the high resis- 
tance corona the E-field values are higher than the 
E-field calculated when no corona is considered. 
With the use of Figs. 6 and 12 one can easily estab- 
lish the relationship between the peak current 
amplitude and the peak amplitude of E-field. One 
can show that the coefficient defining the relation- 
ship between the peak current amplitude and the 
peak amplitude of the E-field varies up to 3~20% 
totally, for the near and the far field, for the case with 
or without corona, and for different heights of the 
attachment point. One should realize, therefore, that 
these large errors will result in substantial errors if 
peak current levels are determined from the E-field 
measurements. This approach, however, is used 
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Figure 12. The peak E-field amplitude as a function 
of the distance from the lightning channel 
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when establishing a significant lightning current data 
base (10 million strokes) is required. Assuming 
*20% error, one can estimate that the peak current 
amplitude may be contained anywhere between 20 
and 30 kA. Consequently, for high accuracy of peak 
current amplitude data, only direct measurements of 
the lightning currents should be considered. 

On the contrary, the estimating of lightning current 
rise time through the measurements of the rise time 
of the E-fields results in exceptionally small error. 
However, the measurements of the rise time of E- 
field should be conducted at a distance not greater 
than 1 km from the lightning, channel as displayed 
in Fig. 13. Comparison between Fig. 7 and Fig. 13 
indicates that the lightning current rise time at the 
attachment point and the rise time of the peak E-field 
are closely related. Slightly slower rise time of the 
peak E-field results from the corona shielding effect 
of the radiated field that is being measured on the 
ground. 

CONCLUSIONS 

One of the important challenges faced by researchers 
working in the area of lightning is the measurement 
of lightning parameters. The direct lightning meas- 
urements provide researchers with a limited data set, 
such as peak current amplitude, rise time, and peak 
current derivatives. It is obvious that, if the data set 
is to be expanded into the low probability of lightn- 
ing occurrence region, one will have to estimate the 
lightning current parameters from the electromag- 
netic field generated by lightning. The TWTDL code 
provides an excellent tool since using a 3-D analysis 
of electromagnetic field allows very accurate 
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derivation of the relationship between the lightning 
current and radiated electromagnetic field. The in- 
clusion of the effect of corona further expands the 
capabilities of the Code and makes it the most com- 
prehensive tool for modelling the lightning interac- 
tion with structures. 
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ABSTRACT 

Since 1986, USAF forecasters at Kennedy Space Center (KSC) have had available a surface wind 
convergence technique for use during periods of convective development. In Florida during the sum- 
mer, most of the thunderstorm development is forced by boundary-layer processes. Thc basic premise is 
that the life cycle of convection is reflected in the surface wind field beneath these storms. Therefore the 
monitoring of the local surface divergence/convergence fields can, in most cases, be used to determine 
timing, location, longevity, and specifically, the lightning hazards which accompany these thunder- 
storms. This study evaluates four years of monitoring thunderstorm development using surface wind 
convergence, particularly the average over the area. Cloud-to-ground (CG) lightning is related in time 
and space with surface convergence for 346 days during the summers of 1987 through 1990 over the 
expanded wind network at KSC. The relationships are subdivided according to low-level wind flow and 
midlevel moisture patterns. Results show a one in three chance of CG lightning when a convergence 
event is identified. However, when there is no convergence, the chance of lightning is negligible. By 
itself, the convergence nowcasting technique is a very good simple technique. But when used with other 
observational platforms, the convective forecast is greatly enhanced. The 1990 deployment of a 5 dircc- 
tion finder (DF) network with a positive flash option is also examined and related to surface convergence 
and convective development. 

1. INTRODUCTION 

The responsibility for thunderstorm 
prediction as well as all other weather support 
at the Kennedy Space Center (KSC) rests with 
USAF forecasters. The USAF forecasters are 
responsible for issuing weather advisories with 
30-minute lead times for numerous locations at 
KSC and Cape Canaveral Air Force Station 
CCAFS. They are required to provide weather 
information for NASA, USAF, U.S. Navy, and 
commercial launches. This responsibility 
demands that the forecasters continue to pro- 
vide a more timely and improved forecast 
product. In 1988, during the four convective 
summer months, the percent of man-hours lost 
due to lightning warnings within 5 miles of 
Complex 40 and 41 was 9.2% (Maj. A. Dye, 
private communication). A preliminary study 
of shuttle processing time lost during the four 

76-1 

summer months of 1988 indicated that for each 
hour during which negative ground flashes 
were observed within 5 miles of Complex 39 by 
the lightning mapping system, there were, on 
the average, 13 hours of warning duration (R. 
Bentti, private communication). 

Watson et al. [l and 21 have shown the 
feasibility of using surface wind convergence as 
a short-term predictor of thunderstorms, espe- 
cially cloud-to-ground (CG) lightning. These 
recent studies examined the ability of surface 
convergence in a relatively small network to 
anticipate the onset as well as the cessation of 
lightning in this network. Much of the convec- 
tion in Florida during the summer is triggered 
by processes in the boundary layer. The life 
cycle of these thunderstorms is likely to be re- 
flected in the surface wind field beneath the 
storms. This assumption, however, does not 



always hold true for thunderstorm development 
in a more midlatitude environment [31 or during 
other seasons in Florida. The convergence 
technique presented here uses surface conver- 
gence, particularly the average over the area, to 
identify the potential for new, local thunder- 
storm growth, which can be used to specify the 
likely time and location of lightning production 
during the life cycle of the convection. 

In 1987, NASA expanded the surface 
wind network onto the mainland west of KSC. 
The network area increased from near 800 km2 
to over 1600 km2. This study reports the results 
of this expansion using four years of wind and 
lightning information collected during June, 
July, August, and September of 1987-1990. 

2. DATA AND ANALYSIS 

The wind-tower locations and the 1600- 
km2 analysis area are shown in Figure 1. Al- 
though individual towers have varying instru- 
mentation, this study used winds sampled 
mainly at 16.5 m (54 ft), which is the highest 
available level for all the sites and is above all 
the vegetation. The wind data were recorded in 
increments of 5-min averages. The analysis area 

Figure 1.Kennedy S ace Center and Cape Canaveral 
Air Force gation area. The rectangle marks 
the wind mesonetwork boundary. Solid 
squares indicate meteorological stations. 

was divided into a 13-by-17 grid of equally 
spaced (2.8 km) points. The divergence quanti- 
ties were then computed using an objective 
analysis scheme [l, 2, and 41. 

CG lightning information was obtained 
from a medium gain network of three direction 
finders (DF) with a mean distance between DFs 
of 69 km. Only flashes recorded in the analysis 
area shown in Figure 1 were considered. Krider 
et al. E5 and 61 described the lightning location 
system, Mach et al. [7] described network per- 
formance, and L6pez and Holle [81 described 
the lightning data processing. Unfortunately, 
only negative flash information (i.e., lightning 
lowering negative charges to the ground) was 
available for the three DF network. In 1990, data 
from the Melbourne, Florida DF were unusable, 
reducing the system to a two DF network. 
Considering the baseline problems which re- 
sulted over the northern half of the KSC wind 
network, the data could not be used. 

Fortunately, a new five-DF low-gain 
lightning location network came on-line in 1990 
with a mean distance between DFs of 45 km. 
Processing of the raw DF information was 
performed using a Passi and L6pez [91 algo- 
rithm which calculates site errors and optimizes 
the flash position using information from all 
DFs detecting the flash. Since many more flash- 
es seem to be detected with this network, this 
flash information was only used in examining 
positive flashes. 

3. DIVERGENCE-LIGHTNING 
RELATIONSHIPS 

If conditions in the middle troposphere 
are favorable, thunderstorms are likely to devel- 
op and be sustained in the sea-breeze zone and, 
through the process of downdrafts and out- 
flows, produce new flanking convection which 
may migrate into other areas. Planetary bound- 
ary-layer convergence initiates these convective 
events. 

TOTAL-AREA DIVERGENCE 

Total-area divergence is a term coined 
by Cunning et al. 1101 for area-averaged diver- 
gence, that is, the sum of the divergence values 
at gridpoints divided by the total number of 
gridpoints. It is equivalent to the line integral of 
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the normal component of the wind around the 
domain boundary divided by the area. In a 
region the size of the KSC network, the value of 
total-area divergence quantifies the amount of 
horizontal mass into or out of the network 
boundaries, which approximates the average 
vertical motion in the region. Total-area diver- 
gence senses the prestorm environment as well 
as the formative, mature, and dissipation stages 

' of convective development. 

Figure 2 shows profiles of total-area 
divergence and 5-min CG flash totals in the 
network for 10 July 1988. Two relatively strong 
convergence-divergence couplets are shown 
with associated lightning. The convergence- 
divergence couplets in the total-area-divergence 
time series occur repeatedly as a sign of convec- 
tive development. In the stages of convective 
development described by Byers and Braham 
[ill, the cumulus or formative stage is character- 
ized by updrafts throughout the cloud or cell. 
In the total-area divergence profile, the formative 
stage is from beginning convergence to maxi- 
mum convergence, when there is predominantly 
inflow into the developing storm. The mature 
stage has both updrafts and downdrafts occur- 
ring throughout the thunderstorm. In the total- 
area divergence profile, this stage begins at  
maximum convergence and continues to 
maximdm divergence. Throughout this period, 
convergence and divergence zones coexist in the 
network. Convergence begins to decrease while 
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downdrafts and precipitation cause increasing 
divergence. Finally, the dissipation stage is 
characterized by downdrafts. This stage begins 
at maximum divergence and ends when the 
total-area-divergence time series returns to near 
zero values as the downdrafts weaken and 
precipitation ceases. 

CG lightning begins a short time before 
maximum convergence as convective clouds, in 
response to boundary-layer convergence, 
become deep and vigorous enough to support 
electrical discharges. Peak lightning occurs in 
the middle of the mature stage near the cross- 
over from convergence to divergence, which is 
described by Watson et al. [l]. CG lightning 
ends after peak total-area divergence as diver- 
gence settles back to quiescent values. 

The magnitudes in the convergence- 
divergence couplet in the total-area divergence 
profile vary considerably from case to case. 
Because of the position of convective develop- 
ment in the network, one stage or another may 
be lost as cells move in or out of the network. 
Complicated patterns may form because of 
clashes of intersecting outflows. Signal may be 
lost because of the inhomogeneity of the station 
spacing (Fig. 11, and smaller-scale development 
may be lost until sensed by several sites because 
only the network average of divergence is being 
considered. Convergence-lightning episodes are 
usually not as dramatic as in Fig. 2. Figure 3 
depicts an average day (21 June 1989) where 
convective development is weak. 

POSITIVE CG FLASHES AT KSC: 

In 1990 a low-gain CG flash detection 
network was installed at KSC which detects 
positive as well as negative CG flashes. The old 
lightning network did not contain the positive 
flash option. Therefore, there was little known 
about the concentration of positive flashes 
during convective development in the immedi- 
ately vicinity of KSC and their association to 
surface convergence. 

Positive CG flashes are considered to 
constitute a small fraction of the total number of 
flashes. Positive flashes are generally consid- 
ered to have large currents and charge transfers, 
A literature review of positive flashes can be 
found in Ldpez et al. [121. 



FULL KSC NETWBRK 
300 

zoo 

LOO 

W 
V z- 
W-. 
0 1  
E *  w *  

-200 U X  c- 
E? -MO 

TIME IUTCI 
WIND NETWBRK LIGHTNING 

40 
z 
2E 
m 
(L 

Q 

I 

30 

W 20 

,n 

IO 
Ll 

a 
r v, 

_I IL 

0 2 4 6 8 IO 12 14 I6 18 20 22 24 
T IME IUTCl 

Figure 3. Same as Fig. 2, except for 21 June 1989. 

Figure 4 shows time profiles of total- 
area divergence, total CG flashes, and positive 
flashes in the KSC wind network on 24 July 
1990. A convergent/divergent couplet begins at 
1600 UTC and ends near 2200 UTC. Network 
flashes begin at 1745 UTC immediately before 
the minimum in total-area divergence (conver- 
gence peak). The lightning peak occurs just 
before the peak in divergence during convective 
maturity as stated in the last section. Lightning 
ends at 2140 UTC as total-area divergence slips 
back towards zero. During the nearly 3 hours of 
CG flashes, positive flashes occur only for one 
hour and a half, peaking with 5 flashes in 5 
minutes at maximum flash intensity with 8% of 
the flashes being positive. It appears that the 
majority of positive flashes occur during the 
mature stage of convective development in this 
example. 

In a second example (Fig. 51, another 
strong convective event occurred on 17 August 
1990. Development begins after 1600 UTC. CG 
flashes begin in the network at 1830 UTC, nearly 
45 minutes before maximum convergence. Peak 
lightning occurs at the cross-over from conver- 
gence to divergence, that is, during the mature 
portion of the convective event. Positive flashes 
again straddle peak lightning activity. Main CG 
activity ends at 2010 UTC. Several flashes occur 
later as weak convergence occurs at 2130 UTC. 
Again, it is evident that most of the positive 
flashes exists in the mature stage of the convec- 
tion. Figure 6 shows the surface situation at 
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What about these positive flashes? Are 
these positive flashes lowering intense positive 
charges to ground? The variation of signal 
strength versus distance from the center of the 
lightning DF array is shown in Fig. 7. Notice 
that the majority of these flashes are weak and 
are attenuated very quickly with range. These 
weak positive CGs have also been reported in 
analysis of Colorado flash structure [121. 

Kennedy Space Center 5DF Network 
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Figure 7.Variation of positive flash si nal strength 
with distance during July and August 1 8 90. 

The nearly monotonic drop in total-area 
divergence during the formative stage occurs 
before the onset of precipitation or CG lightning 
(see Fig. 2). Therefore, this increase in conver- 
gence can be used to anticipate convective 
development and production of precipitation or 
lightning during the mature and dissipation 
stages. 

Watson et al. [l and 21 developed con- 
ver ence-event criteria for relatively small (280- 
km and 800-km2) KSC networks. Their as- 
sumptions were that flow must be into the 
network, which can be converted into upward 
vertical motion. Therefore, the to tal-area diver- 
gence profile must be at zero or !ess. To filter 
noise from the total-area divergence profile, a 
three-point running mean (15-min average) is 
applied. For the expanded KSC network, an 
event is then defined as a sustained or monoton- 
ic dro in total-area divergence exceeding 50 x 
10- s (called 50 units hereafter) for more than 
10 minutes. Slight hesitations in this drop in 
divergence are ignored. 

f 

6 -p 

To statistically relate lightning to con- 
vergence events, a lightning-event criterion 
must also be developed. A lightning event is 
defined as the occurrence of one or more nega- 



tive CG lightning flashes within the limits of the 
mesonetwork. An individual lightning event 
must be separated from previous or future 
lightning events by at  least 30 min without 
flashes. Figure 2 shows three lightning events 
on 10 July 1988 associated with three conver- 
gence events. Figure 3 shows five convergence 
events, three of which have related lightning. 
Two lightning events (arrows) have no associat- 
cd convergence. 

4. IMPORTANCE OF WIND DIRECTION 

The patterns and locations of Florida 
convection are directly related to the synoptic 
wind field [131. This and other studies empha- 
sized the importance of the interaction between 
the synoptic wind field and the sea-breeze circu- 
lation in determining the timing and location of 
convective activity across the Florida peninsula. 
Ldpez and Holle [14] have also shown that the 
spatial CG lightning distribution in central 
Florida is determined in large part by this inter- 
action. 

The sea-breeze circulation assumes 
different characteristics depending on whether 
the prevailing wind has an onshore or offshore 
component. The larger-scale flow can accelerate 
or impede the daily progress of the sea breeze 
inland; the same is true for convection. Onshore 
flow along the Gulf coast normally produces 
vigorous convection inland. This convection 
may then drift eastward across KSC. Onshore 
flow along the Atlantic coast usually generates 
less vigorous convection, which results in less 
lightning. If convection occurs, it usually devel- 
ops by midmorning and drifts westward across 
the state. 

To estimate sea-breeze and thunder- 
storm motion, a mean vector wind [1,141, Vo-3, 
from the surface to 3 km (10,OOO ft) was comput- 
ed each day using the Cape Canaveral sounding 
released daily between 0900 and 1300 UTC. 
Five wind-regime classes were selected, depend- 
ing on Vo-3. One class was calm for V, I 2  m 
s-l, and the other four classes were mutually 
exclusive 90" sectors centered on the average 
Florida east coastline in the vicinity of KSC; 
these classes were northeasterly (NE), 023'-113"; 
southeasterly (SE), 113'-203"; southwesterly 
(SW), 203'-293"; and northwesterly (NW), 293"- 
023 9 

Table 1 gives the distribution of daily 
CG flashes in the KSC wind network for the 
study period, June-September 1987-1989, based 
on the mean vector wind V,. SW flow contrib- 
utes 66% of the total network flashes. NE and 
NW flow have the smallest percentage of flash- 
es. The percent of regime days with lightning 
ranges from 30% (NE) to 73% (SW). 

Table 1. Distribution of CG flashes in KSC wind 
network for June-September 1987-1989. 

%Days Avg. Peak 9% of 
Flow Regime with No.of Daily Total Network 
Regime Days Ltg. Flashes Flashes Flashes Flashes 

All 346 55 132 982 25223 100 

NE 71 30 14 121 303 1 
s6 101 63 64 823 4077 16 
sw 103 73 Bl 982 16583 66 
NW 19 42 58 1 8  4 6 4 2  

Calm 52 44 165 657 3796 15 

5. EFFECT OF MIDLEVEL MOISTURE 

In south Florida studies, Burpee [151 
found greater amounts of midtropospheric 
moisture on rainy sea-breeze days than on dry 
sea-breeze days. Watson and Blanchard 1161 
found better surface convergence-convective 
rainfall relationships when midlevel moisture 
was more abundant. Figure 8 presents the dis- 
tribution of midlevel relative humidity (RH) 
averaged in the 700-500-mb layer from the 
morning sounding over the KSC region for the 
total ensemble and for the five low-level wind 
directions. Box-and-whisker plots depict the 
distributions of relative humidity on days when 
lightning and no lightning were reported in the 
KSC network. For the total set, midlevel mois- 
ture was greater for the lightning cases than for 
the cases of no lightning in the network; the 
corresponding median values of relative humid- 
ity were 46% and 67%, respectively. The no- 
lightning days in the NE regime were the driest, 
and the lightning days in the SE wind regime 
were the wettest. Each wind regime held true; 
the greater the midlevel relative humidity, the 
more likely the chance for lightning. Precipita- 
ble water (not shown) for the entire atmospheric 
column also shows similar differences. Howev- 
er, low-level moisture (below 700 mb) was 
always present and therefore shows no correla- 
tion. 
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Figure 8.Distribution of midlevel RH (700-500 mb) 

days in each sample. 

6. VERIFICATION SUMMARY 

Criteria for convergence and lightning 
events were given in Section 3. All convergence 
events were determined only by the total-area- 
divergence time series. No distinction was 
made as to how convergence cells were situated 
in the network. 

Table 2 summarizes the convergence- 
lightning event results. There were 545 conver- 
gence events; 185 of these events had lightning. 
There were 140 lightning events with no related 
convergence; 63 of these misses had only one 

flash. The associated summary measures testing 
predictability are also provided in Table 2 and 
in tables which follow. These summary meas- 
ures include the probability of detection (POD), 
the false alarm ratio (FAR), the critical success 
index (CSI), and true skill statistic (TSS). The 
TSS is presented formally by Doswell and 
Hueck [lq. The TSS is provided because it uses 
all the information contained in a 2 x 2 contin- 
gency table, and provides a measure of the 
observed skill to perfect skill. It has a fixed 
range of -1 to +1, where TSS = +1 is perfect skill, 
and TSS = 0 shows zero correlation between the 
observed and predicted values. 

EFFECT OF LOW -LEVEL WIND DIRECTION 
AND MIDLEWL MO ISTURE 

Table 2 also subdivides the conver- 
gence-lightning event summary according to 
low-level wind direction. SW flow is the major 
lightning producer; NE flow has the lowest 
lightning output. POD and TSS are highest 
under Calm and SW flow. False alarms are 
greatest under NE flow with only 17 lightning 
events occurring with 97 convergence events. 

Table 3 separates the convergence-light- 
ning event summary according to midlevel 
relative humidity. The morning midlevel RH 
values (700-500 mb) for the period were separat- 
ed into quartiles, ranging from RH < 41%, 41- 
52%, 53-67%, and RH > 67%. For the driest 
conditions (RH < 41%), the FAR is very (.81). 
Only 24 lightning events occurred with 128 
convergence events. As RH increases, so does 
TSS. 

In the following Tables (4 and 5), the 
low-level wind regimes are subdivided accord- 

Table 2. Total-area divergense yersus CG lightning, based on 1987-1989 KSC wind network for a convergence-event 
threshold of 50 x 10 s- separated according to low-level wind direction. 

Related Avg. 
Regime Conv. Ltg. Total Ltg. Avg. Total 
Days Events Events Flashes Misses FIashes/Miss POD FAR CSI TSS 

.57 .66 .27 .43 All 346 545 185 121 140 17 

NE 71 97 17 11 17 6 .50 .82 .15 .39 
SE 101 194 56 58 56 12 .50 .71 .22 .35 

.61 .50 .38 .49 sw 103 147 74 208 47 18 
NW 19 23 6 61 8 14 .43 .74 .19 .33 
Calm 52 84 32 100 12 54 .73 .62 .33 .59 
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Table 3. Total-area divergense yersus CG lightning, based on 1987-1989 KSC wind network for a convergence-event 
threshold of 50 x 10 s- separated according to midlevel relative humidity 

Related Avg. 
Regime Conv. Ltg. Total Ltg. Avg. Total 
Days Events Events Flashes Misses Hashes/Miss POD FAR CSI TSS 

All 346 545 185 121 140 17 .57 .66 .27 .43 

RH < 41% 125 128 24 184 25 8 .49 .81 .16 .35 

RH(53-67%) 74 140 53 123 34 25 .61 .62 -30 .43 
RH > 67% 79 166 68 114 47 15 .59 .59 .32 ,50 

RH(41-52%) 68 111 40 94 34 19 .54 .64 .28 .38 

, ing to midlevel RH. As found in Table 2, SW 
flow is the major lightning producer. When SW 
flow is subdivided according to midlevel RH 
(Table 4), the POD increases as RH increases, 
FAR decreases as RH increases, and TSS in- 
creases as RH increases. 

Calm flow (Table 5) may be the most 
important regime for the convergence tech- 
nique, since convection develops in place (i.e., 
little movement) under this regime. Again, the 
FAR is high during dry conditions but decreases 
as RH increases. The TSS is quite good 
throughout the RH classes. Notice the one large 
lightning "bust" in RH (53-67%). 

The remaining directions are  not 
present due to space limitations. A summary is 
given instead. The NE wind regime is the 
weakest lightning producer. Under the two 
driest quartiles, there is little chance for a light- 
ning event to occur with convergence. Howev- 
er, as midlevel RH increases, the chance for 
lightning improves. The summary measures 
(POD, etc.) also improve as RH increases. The 
RH values under SE flow provide some puz- 

zlement. The usual situation under low RH 
values appears consistent with other directions, 
i.e., low POD, high FAR, and low TSS. The lack 
of skill (low TSS) at higher RH values may be 
attributed to more disturbed conditions when 
there is less association between surface conver- 
gence and lightning as convection develops by 
other means than surface heating. The NW 
regime had too few samples to be meaningful. 

When compared to the 2-year study of 
Watson et al. [21 encompassing the smaller 800- 
km2 network, the forecast statistics have de- 
creased in skill. The TSS has dropped approxi- 
mately 0.2 in nearly all cases. The principal 
reason is that many small storms are imbedded 
in a large network. The encouraging aspects are 
that the statistics appear most favorable for calm 
flow, which is the most difficult wind regime, 
since extrapolation and persistence techniques 
do not work when development occurs in place. 
In the case of calm flow, the TSS has increased 
by 0.05 to 0.59. The probable cause for this is 
that much of the entire life cycle of convection 
occurs within the boundaries of the larger 
network. The use of the convergence-lightning 

Table 4. Total-area divergense yersus CG lightning, based on 1987-1989 KSC wind network for a convergence-event 
threshold of 50 x 10 s- separated according to midlevel relative humidity for the SW wind regime. 

Related Avg. 
Regime Conv. Ltg. Total Ltg. Avg. Total 

SW Flow Days Events Events Flashes Misses Flashes/Miss POD FAR CSI TSS 

103 147 74 208 47 18 .61 .50 .38 .49 

RHc 41% 29 37 14 247 12 15 .54 .62 .29 .39 
RH(41-52%) 23 36 17 138 16 28 .52 .53 .33 .37 
RH(53-67%) 30 43 22 250 13 11 .63 .49 .39 .48 
R H  > 67% 21 31 21 196 6 17 .78 .32 .57 .70 
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Table 5. Total-area divergenp yersus CG lightning, based on 1987-1989 KSC wind network for a convergence-event 
threshold of 50 x 10 s- separated according to midlevel relative humidity for the Calm wind regime. 

Related Avg. 
Regime Conv. Ltg. Total Ltg. Avg. Total 

Calm flow Days Events Events Flashes Misses Flashes/Miss POD FAR CSI TSS 

52 84 32 100 12 54 .73 .62 .33 .59 

RH e 41% 26 30 5 179 3 2 .63 .83 .15 .48 
RH (41 - 52%) 7 12 6 116 4 7 .60 .50 ' .38 .46 
R H  (53 - 67%) 8 18 10 38 1 595 .91 .44 .53 .75 
RH > 67% 11 24 11 113 4 6 .73 .5$ .39 .55 

technique as a nowcasting tool is a very good 
simple single rule. In practice, the technique is 
not used alone, but should be combined with 
other platforms such as radar, satellite, lightning 
maps, visual observations, etc. 

7. SUMMARY 

During the three summers of data col- 
lection, 25,223 flashes were detected in the KSC 
wind network covering 1600 km2. The conver- 
gence-lightning technique accounted for 89% of 
the network flashes in 185 convergence events. 
Synonymous with dry conditions was NE flow; 
there was little chance for lightning under these 
conditions. There also were high false alarm 
rates with NE flow as moderate onshore flow 
produced implied convergence at coastal wind 
sites which oscillated at times to create conver- 
gence events. 

More midlevel moisture was available 
on days when lightning was reported in the 
KSC wind network than on days when no light- 
ning was reported. Overall, as midlevel RH 
decreased, the less the chance for lightning. As 
RH increased, the greater the chance for light- 
ning to occur with convergence. 

The summer of 1990 provided the first 
opportunity to study the relationship of positive 
CG flashes to the life cycle of convection as 
viewed through the surface total-area diver- 
gence profile. Most positive CG flashes were 
found to be weak and occurred during the 
mature stage of convective development. After 
reviewing several months of convergence and 
lightning (both positive and negative CG flash- 
es) for 1990, it can be concluded that due to the 
small percentage of positive flashes (3.7% in 

wind network) and their time of occurrence 
(convective maturity), little has been lost in 
previous years' convergence-lightning sum- 
maries which did not contain positive flashes, 
because the positives always occurred during 
peak negative activity, and not at the end of the 
StolTll. 

The technique is currently implemented 
at KSC for use by USAF forecasters and has met 
with great success. However, the technique 
cannot be used in a vacuum; it must be incorpo- 
rated into a total mesoscale observing and fore- 
casting system. The likelihood of thunder- 
storms must be determined from the synoptic 
situation. Monitoring the total-area divergence 
time series and horizontal fields is but one aid 
that will help the forecaster determine the 
timing, longevity, and possibly, the intensity of 
the lightning episode. 
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ITS EFFECT ON LAUNCH OPERATIONS AT CAPE CANAVERAL AIR FORCE STATION 

AND JOHN F. KENNEDY SPACE CENTER 

J. Weems, N. Wyse, J. Madura, M. Secrist, and C. Pinder 

United States Air Force, Detachment 11,  4th Weather Wing 
Cape Canaveral Air Force Station, Florida 

ABSTRACT 

Lightning plays a pivotal role in the operation decision process 
for space and ballistic launches at Cape Canaveral Air Force 
Station (CCAFS) and John F. Kennedy Space Center (KSC). Light- 
ning forecasts are the responsibility of Detachment 11,  4th 
Weather Wing’s Cape Canaveral Forecast Facility (CCFF). These 
forecasts are important to daily ground processing as well as 
launch countdown decisions. The methodology and equipment used 
to forecast lightning are discussed. Impact on a recent mission 
is summarized 

INTRODUCTION 

Lightning and its effects can significantly impact safe and timely 
operations of space and ballistic launch systems from Cape Canaveral, 
Florida. Determining location, time, and strength of lightning and pre- 
dicting lightning potential are key support elements provided to CCAFS and 
KSC by the U.S. Air Force Detachment 11,  4th Weather Wing’s Cape Canaveral 
Forecast Facility. Decision makers and launch operations managers are 
continually updated on lightning occurrences and forecast probabilities. 
An extensive network of instrumentation and output displays are available 
to evaluate these phenomena. New techniques to determine the onset and 
cessation of lightning are constantly reviewed and applied to both day-to- 
day operations and launch countdown support. However, implementation of new 
capabilities is based on safety and operational requirements vice just 
technical feasibility. During launch countdowns the launch weather team 
must also evaluate the threat of triggered lightning from high electric 
field potential aloft. The team requires “clear and convincing evidence” 
to verify the environment is not dangerous prior to the rlgo for launch” 
call by the Range Safety Officer. Continuous instrument and procedure 
improvements have enhanced the quality of lightning forecasts for these 
extremely weather sensitive launch operations. 

LIGHTNING FORECAST REQUIREMENTS 

A major problem confronting forecasters at the CCFP is prediction of the 
precise time and location of convective activity and its associated weather 
phenomena, particularly lightning. These storms directly affect a myriad 
of activities including space and ballistic launch operations and routine 
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ground processing and gantry operations. Costs associated with lightning 
induced delays such as cessation of hazardous operations, pad evacuations, 
and limitation of most outdoor activity are substantial. 

Lightning is a year-round concern at Cape Canaveral but the bulk of activi- 
ty occurs during the months of May through September (see Fig. 1). 

AVERAGE THUNDERSTORM DAYS 
SHUTTLE LANDING FACILITY 

" 
JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC 

MONTH 

Fig. 1. 
Kennedy Space Center, Florida E l l .  

Average Thunderstorm Days a t  the Shuttle Landing Fac i l i ty ,  

Lightning assessments are used for planning and real-time operational 
decisions. Support specifics depend on the type of operation (e.g., daily 
ground/pad processing or launch) and time requirements. While daily ground 
operations support: requires very precise forecasts of natural lightning for 
specific places (pads) and periods of time, the decision to launch also 
includes stringent concerns for triggered lightning. 

Lightning forecasts beyond one day are used for planning purposes only. For 
instance, approximately 5 days In advance of Launch Readiness Reviews (LRR) 
and daily thereafter, customers are given the probabilities of violating 
Launch Commit Criteria (LCC) and an overall probability (see Table I). 
(Table I1 contains a complete listing of all lightning related LCC.) A 
critical lightning forecast is given prior to vehicle fueling--launch minus 
9 hours for Shuttle and launch minus 5 hours for Expendable Launch Vehicles 
(ELV). The final launch decision requires the launch weather team to be 
clearly convinced no weather launch commit criteria are violated. 

GROUND PROCESSING SUPPORT 

Routine ground processing tasks normally require short-term forecasts. Most 
commonly, for day to day processing, the forecaster must predict lightning 

77-2 



TABLE 1, Launch Constraint Probability Borecast Example 

LTG WITHIN 10 NM OF LAUNCH SITE/PLANNED FLT PATH W/IN 
30 MIN PRIOR TO LAUNCH UNLESS CONDITIONS CAUSING L'fG 
HAVE MQVED > I O  NM AWAY FROM LAUNCH S I T E  OF PLANNED FLT PATH: (5% 

THRU CU CLOUDS WITH TOPS HIGHER THAN THE +5OC LVL 10% 

THRU OR W/IN 5 NM OF CU CLOUDS WITH TOPS HIGHER THAN THE -lo°C LVL: 10% 

THRU OR # / I N  10 NM OF CU CLOUDS WITH TOPS HIGHER THAN THE -2OOC LVL: 10% 

THRU OR W/IN 10 NM OF THE NEAREST EDGE OF ANY CB OR TSTM CLOUD 
INCLUDING I T S  ANVIL: <S% 

ONE MINUTE AVERAGE FIELD M I L L  VALUES EXCEED 1KV/M WITHIN 5 NM 
DURING THE 15 MINUTES PRIOR TO LAUNCH: (5% 

FLIGHT PATH THRU VERTICALLY CONTINUOUS CLOUD LAYER DEPTH Of 

4500 FEET OR MORE WITH ANY PART LOCATED BETWEEN O* AND -ao°C LEVELS: 20% 

FLIGHT PATH THRU ANY CLOUDS THAT EXTEND AT OR ABOVE FREEZING LVL 
AND ARE ASSOCIATED WITH DISTURBED WEATHER: I 0% 

THRU TSTM DEBRIS CLOUDS OR WITHIN 5 NM OF TSTM DEBRIS CLOUDS NOT 
MONITORED BY FIELD MILLS OR PRODUCING RADAR RETURNS: 10% 

within 5 nautical miles (nm) of a specific area with lead times of 30 
minutes. However, sometimes resources are exposed over long periods of 
time. For instance, the rollout of the Shuttle from the Vertical Assembly 
Building (VAB) to the launch complex requires a forecast of a 90 percent 
probability of no lightning within 20 nm of vehicle rollout path for a 
period of about 8 hours. 

An assessment of lightning advisories issued for the Titan Integrate, 
Transfer, and Launch (ITL) area, located near Launch Complex 40141, illus- 
trates the impact to one ELV customer, due 
to these advisories in 1989 and 1990. In 1990, the CCFF issued a total of 
98 advisories for lightning within 5 nm. Manpower impact is quite large 
considering the additional time lost exiting front and returning to the 
pad(s) and platforms. Furthermore, many tests underway were re-initiated 
from the beginning when prematurely terminated. For instance, Wyatt and 
Kintigh [ 2 ]  estimates Titan launch flows are interrupted nearly 380 work 
force hours per year by lightning advisories. Martin Marietta Corp. (prime 
Titan Contractor) estimated, on the average, $57,000 per day for manpower 
costs under normal operations. This translated to an approximate $1 mil- 
lion per year in manpower losses for only one of four major launch systems 
at the CCAFS. This cost will escalate as Titan launch rates r ise ,  Thus, 
improving lightning advisories is a top priority. 

Figure 2 depicts the time lost 

77-3 



GROUND PROCESSING LIGHTNING PRODUCT ENHANCEMENTS 

Comparisons of 1989 and 1990 advisory data (shown in Fig. 2) suggest recent 
CCPF enhancements to lightning advisory procedures are reducing downtime. 
An added manpower position in 1990 allowed the CCFF to dedicate one trained 
individual to continually evaluate lightning and severe weather potential. 
Figure 2 also denotes a decrease of more than 10 percent in average light- 
ning advisory duration from 1989 to 1990. A natural consequence of adviso- 
ry duration reductions is manpower savings. During the non-convective 
season when not dedicated to day to day support, the individual produces 
simulations and studies on local effects, and then trains all CCFF fore- 
casters. Initial results are quite favorable. 

5NM LIGHTNING ADVISORY DOWNTIME 
TITAN LAUNCH COMPLEX (1989) 

5NM LIGHTNING ADVISORY DOWNTIME 
TITAN LAUNCH COMPLEX (1990) 

3S.1 
36 i 

30 k 

JAN FEE MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN FEE MAR APR MAY JUN JUL AUG SEP OCT Hov M C  
MONTH MONTH 

AVO Id Hr Per Advisory M-Missing AWG 1.3 Hr Per Mvieory 

Fig. 2. 
Air Force Station, Florida in 1989 and 1990. 

Lightning Advisory Downtime at Complex 40/41 on Cepe Canaveral 

To opera- 
tions, a two-tiered (phase 1 & 2 )  advisory process was tested in summer 
1990. The CCFF forecaster issued the initial advisory (phase 1)  with a 30 
minute lead time when the potential for lightning was expected to move 
within 5 nm of specified key KSC ground operations areas. This advisory 
was upgraded to phase 2 when lightning was considered imminent, that is, 
the threat had actually moved to (or formed) within 5 nm--so called zero 
minute lead time advisory. Since not all operations required 30 minute 
lead time, some were allowed to continue until phase 2 was in effect, thus 
reducing lost man hours. In addition, since phase 2 advisories were not 
forecasts, they virtually eliminated the false alarms and timing errors of 
phase 1 advisories. Limited data collected thus far indicates the phase 2 
advisories were in effect only 42% of phase 1 advisory time. This two- 
tiered advisory will continue at KSC and is now being investigated for use 
on CCAFS in summer 1991. 

reduce the impact of lightning advisories on similar KSC ground 
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LIGHTNING ASSESSMENT INSTRUMENTATION 

To reduce lost manpower costs and maintain the highest safety standards, 
the CCAFS and RSC developed a highly sophisticated network of instrumenta- 
tion. Cape Canaveral Air Force StationlKSC and the surrounding area are 
host to a myriad of sensing equipment including a lightning detection 
network, a ground based field mill network, and wind/temperature sensors 
located on 46 towers at heights ranging from 2 to 165 meters. In addition, 
a WSR-74C ( 5  cm wavelength) radar was modified to produce volumetric data 
sets by McGill University [ 3 ] .  These data are created at 24 elevation 
angles ranging from 0.6 degrees to 35.9 degrees over five minute intervals. 
Data digitization allows forecasters to construct and display constant 
altitude plan position indicator (CAPPI), vertical cross-sections, and 
echo tops; animate displays; and extract point information such as maximum 
tops and radial location. The digitized data is also transmitted to the 
Meteorological Interactive Data Display System (MIDDS) for processirig and 
display over Closed Circuit Television (CCTV) and merged with other data 
such as lightning plots or satellite imagery. Location of the radar anten- 
na at Patrick AFB, 21 miles south of Cape Canaveral, reduces ground clutter 
data loss and produces a full volume scan over CCAFS/KSC. 

Equipment falls into four categories: (1) measurement of environmental 
parameters from which convection initiation can be forecast: Weather Infor- 
mation Network Display System (WINDS)--a network of wind and temperature 
sensors throughout the CCAFS and RSC complex, see Fig. 3 ;  and the Meteoro- 
logical Sounding System (MSS)--receives and processes upper air soundings; 
(2 )  detection/measurement of lightning associated parameters: Radar (WSR- 
74C and McGill processor described above); ( 3 )  measurement of potential: 
Ground Based Field Mill (GBFM), also know as the Launch Pad Lightning 
Warning System (LPLWS)--network of 31 ground based field mills for measur- 
ing surface electric potential, see Fig. 4 ;  and ( 4 )  detection of actual 
lightning: Lightning Detection System (LDS), also referred to as Lightning 
Location/Protection (LLP)--a system of five detectors used to locate and 
measure cloud-to-ground lightning, and Arthur D Little Lightning Detector 
--determines occurrence in radial distances, including cloud-to-cloud 
discharges. 

LIGHTNING ASSESSMENT PROCESS 

Detection of lightning and/or lightning potential is the focal point of 
CCFF instrumentation. First the potential for convection is determined 
from synoptic scale analyses. Next a mesoscale analysis begins with the 
local upper air sounding released daily at approximately 0615 local time. 
During the period May through September, a computerized NeumannlPfeffer [ 4 ]  
climatological regression analysis provides a probability for 
afternoonlevening thunderstorm occurrence. Examination of satellite image- 
ry and locallregional radar networks identifies mesoscale interactions, 
e.g., boundary intersections. Meanwhile, the local meteorological sensing 
networks are monitored to provide important local precursor data for con- 
vection initiation (winds, temperature, dewpoint). Techniques developed by 
the Environmental Research Lab (ERL) in Boulder, CO [4], using total 
average area divergence are used to identify areas of potential convective 
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, .  

Fig. 3. Weather Information Network and Display Fig. 4. Ground Based Field M i l l  (GBFM) 
System Tower Locations at CCAFS and KSC. Locations at CCAFS and KSC. 

growth and hence lightning initiation. When these areas are defined, 
realtime evaluation intensifies. Radar and satellite are the primary tools 
to locate developing convection. The GBFM system detects, measures, and 
contours electric field charge centers and LDS identifies cloud-to-ground 
lightning occurrence. Integration of all tools is necessary to implement 
an effective lightning forecast and advisory program. 

Forecasting the latter stages of convective decay is also operationally 
critical. Ground workers are anxious to resume work but typically the 
threat still exists. This "threat" is not as obvious as when towering 
clouds, strong winds, rain, and frequent lightning were prevalent. Charge 
lingers, becomes more concentrated and occasionally initiates powerful 
lightning discharges. 

The debris stage is also critical for launch operations. Space launch 
vehicles transiting charge-laden clouds from decayed thunderstorms can 
initiate triggered lightning. On 26 March 1987, an Atlas-Centaur (AC 67) 
launch vehicle was launched from Pad 36B at CCAFS. At about 48 seconds 
into its flight, the vehicle was struck by subse- 
quently destroyed [6]. This incident emphasized the important role weather 
and weather support play in launching space vehicles. An increased aware- 

triggered lightning and 
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ness of weather emerged and new lightning constraints were developed. The 
following constraints (Table 11) were formulated by a joint effort of the 
operational, scientific and academic communities [ 7 ] .  

TABLE 11. Range Safety Constraints for Natural and Triggered Lightning 

THE LAUNCH WEATHER OFFICER MUST HAVE CLEAR AND CONVINCING EVIDENCE THE FOLLOWING CONSTRAINTS ARE NOT 

VIOLATED : 

A. DO NOT LAUNCH I F  ANY TYPE OF LIGHTNING I S  DETECTED WITHIN 10 NM OF THE LAUNCH S ITE OR PLANNED 
FLIGHT PATH WITHIN 30 MINUTES PRIOR TO LAUNCH UNLESS THE METEOROLOGICAL CONDITION THAT PRODUCED THE 

LIGHTNING HAS MOVED MORE THAN 10 NM AWAY FROM THE LAUNCH SITE OR PLANNED FLIGHT PATH. 

B. DO NOT LAUNCH I F  ANY OF THE PLANNED FLIGHT PATH WILL CARRY THE VEHICLE: 

1. THROUGH CUMULUS CLOUDS WITH TOPS THAT EXTEND TO AN ALTITUDE AT OR ABOVE THE PLUS 

5 DEGREE CELSIUS LEVEL; OR 

2 .  THROUGH OR WITHIN 5 NM OF CUMULUS CLOUDS WITH TOPS THAT EXTEND TO AN ALTITUDE AT 
OR ABOVE THE MINUS 10 DEGREE CELSIUS LEVEL; OR 

3. THROUGH OR WITHIN 10 NM OF CUMULUS CLOUDS WITH TOPS THAT EXTEND TO AN ALTITUDE 
AT OR ABOVE THE MINUS 20 DEGREE CELSIUS LEVEL; OR 

4 .  THROUGH OR WITHIN 10 NM OF THE NEAREST EDGE OF ANY CUMULONIMBUS OR THUNDERSTORM 

CLOUD INCLUDING I T S  ASSOCIATED ANVIL. 

C. DO NOT LAUNCH IF ,  FOR RANGES EQUIPPED WITH A SURFACE ELECTRIC FIELD M I L L  NETWORK, AT ANY TIME 
DURING THE 15 MINUTES PRIOR TO LAUNCH TIME, THE ONE MINUTE AVERAGE OF ABSOLUTE ELECTRIC FIELD 
INTENSITY AT THE GROUND EXCEEDS 1 KILOVOLT PER METER WITHIN 5 NM OF THE LAUNCH S ITE UNLESS: 

1. THERE ARE NO CLOUDS WITHIN 10 NM OF THE LAUNCH SITE; AND, 

2. SMOKE OR GROUND FOG IS CLEARLY CAUSING ABNORMAL READINGS. 

NOTE: FOR CONFIRMED INSTRUMENTATION FAILURE, CONTINUE COUNTDOWN. 

D. DO NOT LAUNCH I F  THE PLANNED FLIGHT PATH I S  THROUGH A VERTICALLY CONTINUOUS LAYER OF CLOUDS WITH 

AN OVERALL DEPTH OF 4,500 FEET OR GREATER WHERE ANY PART OF THE CLOUDS ARE LOCATED BETWEEN THE ZERO 
DEGREE AND THE MINUS 20 DEGREE CELSIUS TEMPERATURE LEVELS. 

E. DO NOT LAUNCH I F  THE PLANNED FLIGHT PATH I S  THROUGH ANY CLOUD TYPES THAT EXTEND TO ALTITUDES AT 
OR ABOVE THE ZERO DEGREE CELSIUS LEVEL AND THAT ARE ASSOCIATED WITH DISTURBED WEATHER WITHIN 5 NM 
OF THE FLIGHT PATH. 

F. 
NOT MONITORED BY A FIELD M I L L  NETWORK OR PRODUCING RADAR RETURNS GREATER THAN OR EQUAL TO 10DB. 

DO NOT LAUNCH THROUGH THUNDERSTORM DEBRIS CLOUDS, OR WITHIN 5 NM OF THUNDERSTORM DEBRIS CLOUDS 
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TABLE I1 (CONTINUED) 

G. GOOD SENSE RULE 

I F  HAZARDOUS CONDITIONS EXIST THAT APPROACH THE LAUNCH CONSTRAINT L I M I T S  OR I F  HAZARDOUS CONDITIONS 
ARE BELIEVED TO EXIST FOR ANY OTHER REASONS, AN ASSESSMENT OF THE NATURE AND SEVERITY OF THE THREAT 
SHALL BE MADE AND REPORTED TO THE TEST DIRECTOR OR LAUNCH DIRECTOR. 

DEFINITIONS: 

1. DEBRIS CLOUD - ANY CLOUD LAYER OTHER THAN A THIN FIBROUS LAYER THAT HAS BECOME DETACHED 
FROM THE PARENT CUMULONIMBUS WITHIN 3 HOURS BEFORE LAUNCH. 

2. DISTURBED WEATHER - ANY METEOROLOGICAL PHENOMENON THAT I S  PRODUCING MODERATE OR GREATER 
PRECIPITATION. 

3. CUMULONIMBUS CLOUD - ANY CONVECTIVE CLOUD THAT EXCEEDS THE MINUS 20 DEGREE CELSIUS 
TEMPERATURE LEVEL. 

4 .  
E.G., TURRETS FROM ONE CLOUD TO ANOTHER. 

CLOUD LAYER - ANY CLOUD BROKEN, OVERCAST LAYER, OR LAYERS CONNECTED BY CLOUD ELEMENTS; 

5. PLANNED FLIGHT PATH - THE TRAJECTORY OF THE FLIGHT VEHICLE FROM THE LAUNCH PAD THROUGH 
I T S  FLIGHT PROFILE U N T I L  I T  REACHED THE ALTITUDE OF 100,000 FEET. 

6. ANVIL  - STRATIFORM OR FIBROUS CLOUD PRODUCED BY THE UPPER LEVEL OUTFLOW FROM THUNDER- 
STORMS OR CONVECTIVE CLOUDS. A N V I L  DEBRIS DO NOT MEET THE D E F I N I T I O N  I F  I T  I S  OPTICALLY 
TRANSPARENT. 

TABLE 111. E q u i p m e n t  A p p l i e d  t o  Launch Commit C r i t e r i a  

CONSTRAINT I EQUIPMENT/SYSTEMS USED TO EVALUATE CONSTRAINT 

I 
I 

A I LDS, GBFM, SURFACE OBS, A D L I T T L E  
8.1. I RADAR, SATELLITE, MSS, ACFT 
6.2. I RADAR, SATELLITE, MSS, ACFT 
6.3. I RADAR, SATELLITE, MSS, ACFT 
8.4. . I RADAR, SATELLITE, MSS, ACFT, SURFACE OBS 

C I GBFM (including s t r i p  charts) 
D I RADAR, SATELLITE, MSS, ACFT 
E I RADAR, SATELLITE, MSS, ACFT 
F I RADAR, SATELLITE, MSS, ACFT, SURFACE OBS 
G I ALL 

I 

Table I11 illustrates the interaction required among instrumentation used 
to assess Launch commit criteria. Common to most constraint assessments 
are three basic observation processes. First, a process to evaluate condi- 
tions necessary to produceldevelop mechanisms forming lightning (thunder- 
storms), i.e., satellite, winds, temperature, etc. Second, a capability to 
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determine the presence of lightning (LDS, GBFM, A D Little). Finally, a 
capability to assess the in situ conditions (surface observer, weather 
aircraft, wind towers). 

LAUNCH SYSTEM SUPPORT 

The following synopsis illustrates how several tools can be used to 
ate LCC. 

Six attempts to launch Eastern Test Range (ETR) Operation tL445 (Delta 11) 
were made 20 May 89 through 10 June 9 0 .  Three of the Eive scrube were 
directly related to weather LCC violations with two being especially note- 
worthy since the equipment and methodology used were unique. 

On 23 May thunderstorms were widespread across the northern hal€ of Florida 
with minor vorticity cent&rs moving across central Florida, These vortici- 
ty maximums coupled with a seabreeze convergent boundary produced storms i r ~  
the local area. The storms were clearly evidentt in early and mature stages 
within 10 nm of the launch pad on both satellfte and radar but as anitils 
became detached and moved across the Cape area, v6lumet;ric radar data 
became invaluable. The ability to animate both echo tops and CAE'PTs pro- 
vided clear evidence of anvil origin. The increased resslution of radar 
data, both spatial and temporal, versus GOES satellite data, left: no ques- 
tion of thunderstorm anvil proximity to the launch complex, Disseminat5on 
of the data over CCTV enabled the Launch Weather Officer to clearly de- 
scribe and relay constraint status to decision makers. As the anvil moved 
over the Cape, field mills became active and exceeded the LCC of 1000 vlm 
within 5 nm of the launch site, 

evalu- 

Two constraints were clearly violated. 

A. 
10 nm of the nearest edge of any cumulonimbus or thunderstdm cloud 
including its associated arivil. 

Do not launch if the planned flight path is through or within 

Determined bv rradar,, 

B. Do not launch if at any time during the 15 minutes pridr to 
launch time , the one minute average of absolute electric: field 
intensity exceeds 1 kilovolt* per meter (1  kv/m) within 5 nin of 
the launch site. Determined bv,GBFM. 

Launch area 
were detected by satellite imagery and patent cells by radar. An extensive 
cirrus layer over central Florida masked convection below the canopy. 
Cells were observable on satellite only in areas where cirrus was not 
present or tops penetrated the layer. Radar was essential to detect: the 
sources of convection and, in conjunction with satellite data, to determine 
if the overhead cirrus was thunderstorm associated anvil. Again tw6 sepai 
rate pieces of equipment were used together to determine constraint status. 
Analysis showed the parent storms remained outside of 10 nm radius; howev- 
er, attached debris/anvil were within 10 nm, Thus, as before, the thun- 
derstorm debris LCC was violated and the launch scrubbed. 

attempt on 9 June was similar as thunderstorm anvils over the 
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On 10 June 1990 the satellite and radar data verified no LCC were violated 
and the Delta was successfully launched. 

FUTURE ENHANCEMENTS 

Several projects are underway to enhance support. 
sive, a short summary of new programs is shown below. 

Although not all inclu- 

AirBorne Field Mill (ABFM) Program . The ABFM program was recommended by 
the AC 67 investigation committee. Purpose of the ABFM is to gather data 
to better understandlquantify the meteofological conditions favorable for 
electric charge aloft and then: (1) evaluateIrevise current launch con- 
straints and ( 2 )  possibly develop conc‘ept of operation to use an ABFM on 
day of launch. The ultimate goal is to safely increase launch availability 
and to reduce the chance for weather holds and delays. 

A NASA Lear Jet with extensive instrumentation has been flying to 50,000 
feet to obtain cloud electrification data in the vicinity of CCAFS. 
Forty missions were flown in July and August 1990 to calibrate the Lear 
Jet’s five field mills and gather data to revise the LCC. A data analysis 
report is expected in Spring 1991. Two deployments are scheduled during 
1991: February - March and June - July. 
Linhtninn Mapping, System. A new Lightning Detection and Ranging (LDAR) 
System is under development at KSC. The system will map the location of 
in-cloud (TOA) 
of VHF radiation 181. 

and cloud-to-ground lightning based on the time of arrival 

Advanced Ground Based,Field Mill (AGBFM) System. New more efficient and 
reliable field mills are being developed as a joint Air Force/NASA project. 
These mills will replace the current network and have independent process- 
ing capability vice the current need for processing on the ETR Cyber Com- 
puter . 
Applied Meteorology Unit (AMU). The M U  will facilitate the development and 
transition of new techniques and equipment (such as LDAR) into the co- 
located CCFF. The AMU will be managed by KSC, manned by contractors, and 
contain close to a mirror image of CCFF equipment--the AFlll will address 
both the CCFF and the Johnson Space Center’s Spaceflight Meteorological 
Group Shuttle weather requirements. 

Improved Weather Dissemination System (IWDS). IWDS is a micro VAX based 
system designed to simplify and accelerate the transmission of weather 
forecasts, observations, advisories, and warnings directly to individual 
user groups. under development for CCAFS and 
KSC. Installation is expected by summer 1991. IWDS will eliminate time 
consuming dissemination processes and allow for increased forecaster con- 
centration on convective activity. 

System software is currently 

SUMMARY 

Lightning affects time critical launch and ground processing operations at 
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Cape Canaveral AFS and Kennedy Space Center, Florida. Detachment 11, 4th 
Weather Wing's Cape Canaveral Forecast Facility produces specific forecasts 
which allow appropriate personnel to evaluate risks of proceeding with or 
canceling time sensitive/high cost operationalllaunch events. Data from an 
extensive network of sensing equipment is used to evaluate specific launch 
commit criteria. Methods to reduce lightning impacts without increasing 
risks are constantly under study. These include both procedural reviews 
and instrumentation improvements. 
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MEASUREMENTS OF SOME PARAMETERS OF THERMAL SPARKS WITH 
RESPECT TO THEIR ABILITY TO IGNITTIE AVIATION FUEL/AIR MIXTURES 

CuIham Lightning Test and Technology J Haigh, C J Hardwick, R E Baldwin 

1 ABSTRACT 

This report describes a method used to generate thermal sparks for experimental purposes, 
and methods by which parameters of the sparks such as speed,size and temperature were measured. 

Values are given of the range of such parameters within these spark showers. 
Titanium sparks were used almost exclusively, since it is particles of this metal which are 

found to be ejected during simulation tests to CFC joints. 
Tests were then carried out in which titanium sparks and spark showers were injected into 

JP4/(AVTAG F40) mixtures with air. Single large sparks and dense showers of small sparks were 
found to be capable of causing ignition. 

Tests were then repeated using ethylene/air mixtures, which were found to be more easily 
ignited by thermal sparks than the JP4/air mixtures. 

2 INTRODUCTION 

During a lightning simulation test, joints which carry a high current density may produce 
showers of 'thermal sparks'. This is particularly true of carbon fibre bolted joints, and questions as 
to the fuel ignition capabilities of such sparks are clearly important where 'wet-wings' are concerned. 

The particular question is whether the testing standards which are now used are valid for the 
threat of thermal sparks, since such standards evolved by anticipating that the threat was from voltage 
sparks. In other words, will cameras detect dl of those sparks, both voltage and thermal,which are a 
threat to fuel vapours, and are the defined test mixtures using ethylene or propane more likely to be 
ignited by such sparks than the 'worst' fueYair mixture? 

There is evidence to stimulate such concern. For example the ignition temperatures quoted 
for propane (470°C) and ethylene (425°C) are much higher than those of kerosine (210°C) and the 
higher hydrocarbons such as hexane (230"C), and in this sense the diagnostic gases appear less 
sensitive than the mixtures they are intended to protect. Although this question extends more directly 
to "Hot-Spot" ignition, which may be addressed at a later date, it may also affect the mechanism by 
which thermal sparks ignite fuel vapours. It is thermal spark mechanisms only which are considered 

Lightning Club, and there has been additional support in this part of the work from the UK Ministry 
of Defence Procurement Executive. 

3 THERMAL SPARK GENERATOR (TSG) 

Creation of thermal spark showers is carried out by discharging a 80V/10,000pF capacitance 
into a titanium junction.The experimental arrangement by which these spark showers are produced is 
shown in Figure 1. The sparking occurs between a spinning titanium rod and a static titanium rod, 
with the relative motion of the two intended to prevent the junction from welding itself together 
during the discharge. Only a tiny fraction of the sparks which are produced enter the cell where the 
fuel vapour is contained, by passing through two narrow collimating slits. 

in this report. 
This report continues the work programme on fuel ignition hazards funded by the Culham 

4 MEASUREMENT OF SPARK PARAMETERS 

4.1 
4.1.1 u r e m e n t  

Temperature is an obvious parameter to try to measure, since we would expect a cool particle 
to present less of an ignition risk than a hot particle 

The approach to perform the measurement was based on two colour spectroscopy, whereby 
the intensity of colours in different parts of the spectrum is compared; in this case bands in the 
bluehiolet and deep red regions of the spechum separated by a diffraction grating, and incident onto 
photomultiplier tubes. The system is shown in Figure 2. 
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Titanium thermal sparks generated light which was collected by the fibres and fed to the 
colour analyser; both single, large sparks and showers of very many small sparks were subject to 
measurement. The results showed that there was a consistent ratio of blue/red in the emitted light 
(Figure 3), rarely varying by more than lO%.This implies a virtually constant temperature for these 
particles. 

and Tungsten (mpt.3422'C) with current pulses. The results are summarised below. 
Temperature reference points were provided by fusing wires of Nickel (melting pt.1455'C) 

TABLE 1 
Red/Blue Ratios vs Temperature 

Tempera- Ratio 
Aluminiumsparks not known 0.1 1-0.54 (Figure 5)  
Titanium Sparks not known 0.24-0.26 (Figure 3) 
Fused Tungsten Filament (3300-3422°C) 0.26. min 
Fused Nickel Filament (1400-1455°C) 6.1. min 

It has been assumed here that the particles and the fused wires emit as black bodies, or that 
their emissivities are in the same ratio at the different colours. 

4.1.2 Discussion on TemperatuR 
Temperature estimates derived in this way for titanium particles indicate values in the range 

3300-3600°C; the range including calibration errors. The temperature variation measured for 
different particles or showers is nearer to 150 "C 

Titanium has a boiling point of 3422"C, which puts value as an upper limit on the 
temperature of the particles, and the measured values are to It is possible that the explosive 
disintegration of the titanium spark occurs because the particle reaches, or slightly exceeds its boiling 
point, and then begins to 'boil' violently. 

Aluminium sparks behaves very differently; they have a colour temperature which exhibits 
sudden changes and oscillations so that measured values range from 2600->4500 C, well above the 
aluminium boiling point (Figure 3). This behaviour is probably due to the fact that the particle is 
boiling, but in a manner which causes jets of burning vapour to be ejected, so that the particle then 
jets and spins, following a typically erratic path. 

and therefore the same for all sparks of the same metal. Incendivity then depends on the rate at which 
energy is dumped into the particles track; this was discussed in Reference 1. 

4.2 Particlesize 

4.2.1 Measurement 

For both titanium and aluminium it seems that the particle itself is at or close to boiling point 

4.2.1.1 hXroduch 'on 
If the titanium spark particles are of virtually constant temperature then we have a relatively 

straightforward method of estimating their size, since the amount of light emitted by hot particles of a 
given material is a function of temperature, emissivity and size. Since temperature is eliminated as a 
variable the intensity of emitted light becomes a fimction of size only and proportional to the emitting 
surface area, if emissivity is constant. 

The intensity of the emitted light can be measured in various ways, the best being to look at 
the signal voltage from a photomultiplier tube: study of the density of photographic images is also 
useful in providing rough comparisons, especially for comparing photographs of particles of known 
size with those seen during simulation testing. 

4.2.1.2 Calibration 
To provide a known reference mint particles of known size need to be produced; in this case 

titanium pa&les 0.12mm in diameter bere produced by fusing a short length of very fine titanium 
wire with a current pulse. The wire melts and shrinks to form a single burning bead, These 0.12mm 
diameter sparks burned with such brilliance that they were clearly larger than those generally seen 
during simulation testing, but they provide a calibration against which other particles can be 
referenced. 
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4.2.1.3 PhotomultiDlier Measure men€ 

typical TSG showers by recording the light signal detected by a photomultiplier tube. A few spark 
showers produced particles whose signal range was typically 1/16-1/80 of the size of the calibration 

showers with other much larger sparks it was difficult to ascribe a brightness to them. 

deduce that the diameter of the unknown sparks produced by the TSG during these few showers lie 
largely in the range of 0.01 to O.O3mm, but with some even smaller particles. 

4.2.1.4 P- 
It is also possible to collect a small proportion of the sparks in a shower by allowing them to 

strike an aluminium plate, so that a small proportion weld themselves to it. Size can then be 
determined with a travelling microscope. Whether a particle sticks to the plate or not may depend on 
its size, so that it is not a rigourous means of obtaining a population cmss-section. 80% of the 
particles were 0.008-0.02mm in diameter, and <O. 1% were greater than 0. lmm dia. 

4.2.1.5 Photographic Method 
It is useful to be able to look at a photograph of a spark shower and give an estimate of some 

of the particle sizes involved. Again it is possible to do this by relating the appearance of the 0.12mm 
diameter 'calibration' particles to those recorded on film by spark showers. It is not completely 
straightforward because particle speed is also involved, so that a slower particle of the same size as a 
faster one leaves a denser image track on film. However some of the effects of speed can be 
overcome using the "streak-camera" described in the next section. In general the larger the sparks the 
wider and denser is the image recorded on film. Their physical size is far too small to be resolved, so 
the image size of all particles is effectively determined by factors such as the lens, focussing, and the 
grain size of the film. 

For example, some of the larger sparks seen during the testing of JP4 with spark showers 
(Section 6 ) appeared at f/5.6 to be approximately as bright as 0.12mm sparks photographed at f/16. 
This implies that the sparks seen during testing, which were found to pose an ignition hazard, have a 
diameter of approximately 0.04mm or greater. More typically the particles appear to be 402mrn 
diameter. 

These relatively large calibration particles were compared with particles produced in more 

wever there were clearly particles even smaller, but as these tended to be emitted in 

Since the light emitted is assumed to be proportional to the area of the particle then we can 

4.2.2 

400 ASA film and an object distance of 3OOmm. In terms of sensitivity this makes it roughly 

a typical set up during simulation tests. Certainly photographed sparks during these tests vary over 
roughly the same visibility range as do particles from the TSG, although where large particles occur 
in real tests they are usually accompanied by such a large bright shower that it is difficult to 

uring simulation tests where severe sparking occurs, the unsuing pitting may appear to be 
light. This is a further indication of how little material needs to be ejected to create a large spa& 
shower. 

Comments on Measured Particle Size 
The camera system used to photograph most of the TSG sparks employed a lens set at f/5.6, 

ASA f/4.7 system with a field of view of 0.5m at the plane of the object, which is 

individual particles. 

4.3 
ple 'streak' camera was constructed, by modifying an Olympus OMI 

camera and fitting a motor, so that film could be wound through the camera at constant speed whilst 
the shutter was held open. Otherwise the film, camera and lenses were as standard, and of the type 
used during simulation testing. In photographs taken using this the particle tracks, which are vertical 
in practice, appear to bend as the particles decelemte. Initially they are moving much faster than the 
film-to-image "streak velocity" and paths appear straight and nearly vertical; subsequent deceleration 
causes a bending effect which is visible in Figure 7 and from which the pmicle speed may be 
deduced. 

showing explosive disintegration as "*I' where it occurs. 
In Figure 4 some typical particle paths are plotted, as a function of speed versus time and 

E 
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Those particles represented by a steep slope are decelerating very rapidly, and such particles 
are faint and generally die rapidly. Particles which have a lower deceleration rate are larger and 
brighter. 

5 INCENDIVITY OF THERMAL SPARKS WlTH RESPECI' TO =/AIR MIXTURES 

5.1 Introduction 

whether particular titanium sparks or spark showers are liable to cause ignition to JP4. 

Section 3. 

In this part of the report we discuss some less abstract, aspects of the work, looking at 

For most of these fuel tests sparks showers were generated using the TSG described in 

5.2 Mixinv of JP4/Air 
Aviation fuels are complex mixtum Their many constituent components exhibit various 

degrees of volatility and flamability and the collective prdduct is then not nearly as well behaved or 
reproducible as a pure gas. For guidance the advice and works of HWG Wyeth (RAE Famborough) 
have been greatly appreciated. As Crouch (Reference 2) and others have pointed out, fractional 
distillation can occur from a liquid fuel, so that for example the drawing off of fuel vapour from a 
liquid headspace slowly reduces the fraction of volatiles. For these tests therefore the fuel was 
metered and transferred only in liquid form, and for each test a given volume of liquid fuel was 
allowed to come into equilibrium with the fixed volume of air in the test cell. The remaining liquid 
was discarded after each test. To hrther reduce fractional distillation effects the initial 20 litres of 
fuel was split into many small volumes so that no volume of fuel was subjected to many repeated 
exposum to air and loss of its volatile components. An unopened container had an RVP of 20, 
whilst one which had suffered repeated exposure to the air (more than that to which such a volume 
would be subjected in practice) had a slightly reduced RVP of 19. 

blows air over the surface of the fuel and recirculates it through the test cell, keeping the largely 
unevaporated liquid isolated from the test cell, and from the risk of ignition. 

within the cell showed that the system reached 90% of its equilibrium richness within 60 seconds for 
a relatively weak equilibrium mixture. For the tests a standard equilibrating time of 10 minutes was 
used. 

Figure 5 shows the apparatus built to create the equilibrium fiel/air mixtuE. An air circulator 

The system has the advantage that equilibrium is achieved quickly; a gas analysis system 

5.3 Testing: With Volt Sparh 
Initially the fuel/ai?mixtures were tested by ignition with voltage sparks to establish how the 

most flammable mixtures were created and also to compare ignition energies with those of Crouch 
The method of determining spark energy was essentially that in Reference 3, although 

corrections were necessary as the breakdown voltage of a fuel/& mixture was higher than that of air. 
The determination of ignitability was a little crude. Sparks of a defined energy were applied 

to the mixtures, 10 over a period of approximately 30 seconds. If an ignition occured then a (v) was 
designated, if not a (x) and these symbols are plotted against energy and mixture in Figure 0 The 
mixture is given as the percentage of the total volume taken up by liquid. 

Given the statistical nature of this approach, results agree fairly well with those of Crouch. 

5.4 Thermalspa rks Generator and Test Set yp 
This was described earlier and was shown in Figure 1. The collimetor was designed not 

only to limit the sparks to those travelling vertically but also to act as a 'quench' to prevent flame 
fronts created outside the slit from propagating back into the test cell. 

The test procedure was to add the appropriate amount of liquid fuel into the reservoir, seal 
the apparatus and allow the air circulator to operate for 10 minutes (see Figure 5). Thermal spark 
showers were then injected into the mixture which was at the same time filmed using the "streak 
camera". Two usefbl film speeds were available, these provided an effective speed of the field of 
view of 1.8 or 4.5m/second relative to the camera. At the faster speed only 2 or 3 events could be 
captured on 36 exposure film, so there were time and cost penalties here and most shots are carried 
out at 1.8m/second. Frequent remixing of the vapour, changing of films and tuning of the TSG 
meant that the programme did not permit a large number of shots to be made. 
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6 RESULTS 

The results ofthe programme are assessed by looking at the streak camera results for each of 
the fuel mixture tests, and identifying differences between those showers which did, or did not, 
cause ignition. Mixtures covered the range .22% to l3%, and in all over 80 spark showers of 
notable size were discharged. The 13 ignitions which did occur have been split into three classes as 
follows, and examples of each are shown in Hgurr: 7: 

6.1 bv a 
?his event was observed with certainty four times: 
a) by a massive (4. lmm dia) particle igniting a .35% mixture. 
b) twice by a smaller, but stiU relatively large particle (-0.04mm) to a ,4 B mixture. 
c) once by a large spark of undefined size (recorded on video) to a .4% mixture. 
In all these cases ignition occured when the particle was travelling relatively slowly (c 1 

metre/sec), and on two occasions this was because the particle had struck a wall. 

6.2 
e w e r e  several occasions where ignition c m x d  during a shower in which no 

particularly large sparks were present, but in which there was a shower of perhaps 15-25 particles, 
with high local spark density. 

Thisocaued: a) Twice to a .31% mixture. 
Twice to a ,408 mixture. 

Dense showers were a fairly frequent occurrence during the tests t~ all the mixtures, but did 
not always cause ignition. It was difficult to see why one shower ignited, whereas another equal or 
even appmntly larger shower, did not. 

6.3 QUS &pmons of U n a t t n m  
?he remaining ignitions were curious in that they occurred without any apparent cause, 

although always a short time after a spark shower had o c c m .  
One of the possible causes is that ignition occured within the volume between ths: collimating 

slits, so that an ignition developed within this space, and propagate through the namw exit slit, 
failing to quench. Altemativefy a single large particle might have stopped at or just above the slit exit 
and caused ignition, since there is lmm above the slit which is blind to the camera. 

.. v a -wet of 

b) 

. *  

.31 

.35 
-40 
.4 0 
40 

5 5  
5 2  
1 .1  

:43 

. .  .. 6.4 
~ - * e d  in the 15 showers generated into.5.5%,.62% and 11% 

ers wtuch did 

mixtures. Other large particles and showers which appeared similar to those which caused ignition, 
did not cause ignition. A well defined paaem is therefore difficult to establish; but Table 2 
summarises the results. 

x x x x x x s s  
xxxxx?L 
x ? S 

S 

x x x ? ?  
x x x x x x  
xxxxxxxxx  
xxxxxxxxxx  

xxxxxxx??LL 

TABLE 2 

F U E ~  

.22 % I  xxxxxxx  
Summary of  the  ign i t ions  which 
occurred to JP4/Air m i x t u r e s  
S= Spark S h o w e r  in l t ta t fon  
L= Large s i n g l e  s p a r k  in i t ia t ion  
?= Undefined i n i t i a t i o n  t y p e  
X= S p a r k s / S h o w e r  not  igni t ing 
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7 IGNITION OF ETHYLENE BY THERMAL SPARKS 

The exercise of injecting spark showels of the type used for JP4 is repeated here for ethylene 

Because it was anticipated from this that the ethylene had greater sensitivity, the size of the 

to attempt a correlation of their ignitabdities by thermal sparks. It has previously been noted that 
ethylene is far more sensitive than fuel in detecting voltage s p a  (References 2and 3). 

slot was reduced to 3 small holes less than 0.5mm in diameter, to improve the quenching 
performance of the slit, and to reduce the number of particles entering the cell as well as the width of 
the showers. 

was caused by a single particle igniting the gas the second was caused by a p u p  of particles. 

7.1 

ignite JP4/air although it is difficult to be quantitative. The single particle which ignited the 
ethylene/air mixture is perhaps 
JP4/air mixture, simply on the basis of visual assessment of image density. 

However spark showers which do not ignite the mixture are clearly visible on film 
suggesting that cameras are a more sensitive technique - so long as the source of sparks can be 
anticipated, viewed and sharp focus achieved. 

Eleven showers of relatively small sparks were produced, of which 2 caused ignition. One 

The spark showers and particles which ignited ethylene/air are smaller than those required to 

- Y3rd the diameter of the smallest single spark which ignited a 

8 CONCLUSIONS 

Temperature of aluminium and titanium thermal sparks appears to be close to the boiling 
point of the metals, and for aluminium jetting of vapour appears to occur from the spark. 

A thermal spark generator has been built to produce showers of thermal sparks from a 
current carrying contact; such particles are found to be emitted at speeds of at least a few tens of 
metres per second, decelerating rapidly to perhaps only a few metres per second before 
disintegrating. Smaller particles are generated faster and last for a shorter time. 

Size of the particles produced is commonly the range 0.005mm diameter to 0.05mm 
diameter. 

A JP4/air mixture is created by recirculating the air headspace rapidly over a metered fuel 
reservoir to achieve equilibrium. Approximate minimum ignition energies are slightly less than those 
quoted by Crouch. 

Ignition of fuel mixture can occur from the titanium thermal spark showers; either by large, 
slow single sparks estimated to be 20.04mm in diameter, or by a dense showers of smaller sparks. 

Ethylene appears to be more easily ignited by thermal sparks than is JP4. 
For detecting theimal sparks the defined photographic techniques are more sensitive than gas 

testing using ethylene (and much more sensitive than using fuel), but only so long as observed 
sparks can be gauranteed to be in focus. 

1. Haigh, Hardwick, Baldwin. Fuel Ignition Hazards from Thermal Sparks 
ICOLSE 1989. Bath, U.K. 

2 Crouch Minimum Ignition levels of aircraft fuel constituents to lightning 
related ignition sources. ICOLSE 1986. Dayton. 

3. Haigh, Baldwin, Banks. The detectability of voltage sparks by flammable 
gas and optical techniques. ICOLSE 1988. Oklahoma City. 
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FIGURE! 1 

Generation of Titanium Thermal Sparks 

FIGURE 2 

Measurement of Spark Temperature 
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TITANIUM SPARK SHOWER ALUMINIUM SPARK SHOWER 

81934 TBt: b s  Tt12: OFF 93 41/ I &  17:13:57 (NBR. E ENTER) 

CURS QRG D I F F  EXP DISP-RFINGE 
X:lItE 21.120 ms O , ! %  I s  20.928 ns i 1 4.096.. 27.9oL1 ns 
R : C H m  r10.000 di ZB,YOO dl 9.600 di if ! -600.000.. 62Lt.000 di 

FIGURE 3 

Recorded signals during the measurements of spark temperature 
Upper Trace: Red Colour Signal (-ve going) 
Lower Trace: Red/Blue Ratio (+ve going) 

Left hand traces are for a Titanium spark shower, right hand for Aluminium. 
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Decay of spark particle speed with time 
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Generation of FueYAir Mixture 
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FIGURE 6 

Ignition of P4lAi1 mixtures of various 
concentrations by low energy voltage sparks. 

JP4 W by Volume 
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FIGURE 7 

Three typical ignition sequences recorded 
by the Streak Camera e (3 P ‘r Fuel ) 
The events are photographed through a wide 
slit, and the field of view appears as if it is 
moving rapidly from right &left. 
Ignited gas regions appear as a fairly uniform 
glow. 

TOP LEFT: Ignition by a single large particle. 
LOWER LEFT. Ignition by a dense local shower. 
LOWER RIGHT: A “spurious” ignition. 
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THE EFFECT OF THE EARTH'S OBLATE SPHEROID SHAPE ON THE 

ACCURACY OF A TIME-OF-ARRIVAL. LIGHTNING GROUND STRIKE? LOCATING SYSTEM 

Paul W. Casper, PE and Rodney B. Bent, Ph.D. 

Atmospheric Research Systems, Inc. 
2350 Commerce Park Drive, NE, Suite 3 

Palm Bay, Florida 32905 
U.S.A. 

ABSTRACT 

The algorithm used in previous technology time-d-arrival lightning mapping systems was based on the 
assumption that the earth is a perfect spheroid. 'I'hese systems yield highly-accurate lightning locations, 
which is their major strength. However, extensive analysis of tower strike data has revealed occasionally 
significant (one to two kilometers) systematic offset errors which are not explained by the usual error 
sources. It has been determined that these systematic errors reduce dramatically (in some cases) when 
the oblate shape of the earth is accounted for. The oblate spheroid correction algorithm and a case 
example is presented in this paper. 

INTRODUCTION 

Lightning ground strike tracking systems based 
on the time-of-arrival (TOA) technique, in 
combination with wideband waveform detection 
have been in operation for almost a decade. The 
accuracy of these systems has steadily improved 
as more has been learned about the fine char- 
acte ristics of timing synchronization signals, 
propagation effects on lightning waveforms and 
software processing methods for accuracy en- 
hancement. One of the more recent improve- 
ments has been accomplished by refinement of 
the mathematics to more accurately accommo- 
date the oblate shape of the earth spheroid. 

Earlier versions of TOA lightning tracking sys- 
tems used mathematics based on a spherical 
approximation of the earth. This is usually not 
seriously in error, especially if the accurate 
earth's radius for the region of interest is used in 
the approximation. However, when accuracies 
otherwise are approaching a few hundred meters, 

it becomes essential to base all mathematics on 
an extremely accurate earth model. 

Tracking systems using terrestrial timing syn- 
chronization signals (e.g., LORAN) are doubly 
affected by the earth's oblate shape. The follow- 
ing section identifies the affected parameters and 
discusses the methods for improvement. Subse- 
quent sections contain illustrations of the magni- 
tude of each effect. 

MATHEMATICAL PROCEDURE 

The oblate shape of the earth spheroid directly 
affects TOA system accuracy in two ways: 

a. Calculation of time clock offsets due to timing 
reference signal differential propagation delays 

b. Calculation of lightning stroke coordinates 
given a set of accurate receiver time differences 

Different mathematical processes are involved in 
each of these steps. Derivation of the equations 
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is beyond the scope of this paper (consult refer- 
ences [l, 2, 3]), but the methodology for each is 
described in the following two subsections. 

CALCULATION OF TIME CLOCK OFFSETS 

Receiver sites and a terrestrial timing reference 
signal transmitter are at fixed locations. There- 
fore, the clock offsets due to timing signal dif- 
ferential propagation delays need only be calcu- 
lated one time and stored in the system software. 
In order to determine these differential offsets, 
very accurate geodesic distances between the 
timing transmitter and each LPATS receiver 
must be first computed. A geodesic is defined as 
the curve of minimum length between two points 
on the surface of a spheroid [l]. 

Geodesic distances can be estimated fairly accu- 
rately by using a perfect sphere model of the 
earth with a radius equivalent to the earth radius 
at the mean latitude of the network. However, 
data to be presented in later sections shows that 
to achieve systematic location errors of less than 
several hundred meters, the actual shape of the 
earth must be properly accounted for. 

The non-iterative solution by Sodano [l] pro- 
vides a highly-accurate means of calculating 
geodesic distances. Sodano developed a system 
of equations that are easily programmed and 
solved in double precision using a personal com- 
puter equipped with a mathematic co-processor. 
The input to this set of equations is only the lati- 
tude and longitude (accurate to the fourth deci- 
mal place) of the two points of interest. Naviga- 
tion receivers using the satellite-based Global 
Positioning System are most convenient for 
determining the coordinates of receivers to the 
required accuracy. 

Once accurate geodesic distances are available, 
they must be converted to an equivalent propaga- 
tion time. For this, we need an accurate ground 
wave propagation velocity figure, applicable for 
the high-energy frequencies radiated during the 
first ten microseconds of a lightning ground 
stroke. A figure for frequencies in the 50 to 300 
KHz range is appropriate, such as the 100 KHz 

figure provided by the U.S. Coast Guard for the 
LORAN navigational system. This 100 KHz 
velocity figure is determined as follows: 

V' = Vln (1) 

where: V' = 100 KHz ground wave velocity 

n = index of refraction at the earth's 
surface for 100 KHz (1.000338) 

V = free space velocity (299,792,458 
me terslsecond) 

Accurate time clock offsets are then easily calcu- 
lated: 

T12 = V' (D1 - D2) (2) 

where: D1 = geodesic distance from receiver 1 
to the timing transmitter 

D2 = geodesic distance from receiver 2 
to the timing transmitter 

Equation (2) produces the time offset between 
clocks in receivers 1 and 2. This figure for each 
clock pair in the system is stored by the central 
software and used to correct the time differences 
actually reported by the receivers. 

CALCULATION OF STROKE 

ENCES 
COORDINATES FROM TIME DIFFER- 

The second part of the problem is computation 
of the stroke coordinates given accurate input 
time differences. Razin [2] describes the math- 
ematics for accomplishing this computation for 
both the spherical earth approximation and for 
the more exact oblate spheroid case. 
Razin does not present the equations for the 
oblate case. Fell [3] fills in this void. The full set 
of equations is quite complex and extensive, and 
the reader is referred to both Razin and Fell for 
the details. The computational procedure will be 
described here to provide general understanding 
of the process. 
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The first step in the process is to map the re- 
ceiver coordinates from the spheroid (earth) 
onto an osculating sphere, internal to the 
spheroid, which is tangent to the spheroid at a 
point Po. This tangent point is selected near the 
center of the receiver network. Figure 1 illus- 
trates this arrangement in two dimensions for 
clarity. Once all the receiver coordinates (PR) 
are mapped onto the osculating sphere (PB), the 
solution process proceeds as if the earth is a per- 
fect sphere, using the Pk set of receiver coordi- 
nates. When the stroke coordinates on the 
osculating sphere are computed (PIs), they are 
mapped back to the sphtvoid (Ps) using a very 
simple equation pair. 

Note that the osculating sphere receiver coordi- 
nates need only be computed one time. They can 
then be stored as fixed constants in the LPATS 
central computer software and used with the re- 
ported time differences to calculate each stroke's 
coordinates. The burden on the real time central 
computer software is substantially unchanged 
from the all-spherical case. 

ERROR DUE TO TIME CLOCK OFFSETS 

Offsets in the receiver time clocks, because of 
spherical approximation error in the offset cor- 
rection constants, can be significant. Here we 
will examine an actual case to illustrate the point. 

The five Florida LPATS network receiver loca- 
tions are shown in Figure 2, plus the Jupiter, 
Florida, LORAN transmitter that is used for 
synchronization. This network has been in op- 
eration for several years, and a substantial 
archive of data has accumulated. In an effort to 
objectively assess the accuraj  of this network, 
the data base was searched over a complete light- 
ning season in the vicinity of three very tall, 
attractive objects ("Bithlo towers") to determine 
if an expected pattern of strikes existed. Each of 
these towers are over 1,000 feet in height. The 
location of the three Bithlo towers relative to the 
network is shown on Figure 2. The pattern of 
strikes in the vicinity of these towers is shown in 
Figure 3. Note that there is an unmistakable 
stroke cluster near each tower, which can only be 

actual tower strikes. Although the cluster pattern 
is identical to the tower pattern, there is an 
apparent systematic offset to the southwest. Af- 
ter investigation of all the usual sources of 
systematic error (receiver coordinates, computa- 
tional error, etc.), it was determined that the er- 
ror was substantially due to time clock propaga- 
tion offsets and the spherical approximation 
stroke coordinate solution mathematics. Here 
we will examine the error due to time clock off- 
sets and address mathematical error in the next 
section. 

I:igure 4 is a blow-up of the area around towers 
#1 and #2. A 200m x 200m grid has been su- 
perimposed to aid in scaling distance. The cen- 
troid of the cluster near tower #1 is seen to be 
approximately 590 meters southwest of the 
tower. The same is true of the #2 tower and 
stroke cluster. The circles around the tower indi- 
cate the approximate attractive radius of each 
tower due to its height. It was determined from 
the data base that receiver triad 1-4-5 was used to 
locate virtually all the strokes in the Bithlo tower 
clusters, which is in fact the triad the system 
should have used since it is the optimum 
combination (least affected by timing errors for 
the Bithlo area). We will concentrate on this re- 
ceiver triad to examine the spherical approxima- 
tion time clock offset error. 

The centroid of the actual tower #1 cluster is 
shown in Figure 5 (point A). Point B is a theo- 
retical point, computed as follows: 

a. A stroke location at the exact coordinates of 
the tower was assumed. 

b. The exact propagation times to receivers 1 , 4  
and 5 were computed using the Sodano 
method. 

c. n e  relative stroke time differences seen by 
each receiver pair were then computed using 
the propagation times. These time differ- 
ences should be exactly what the system 
actually saw, to the extent that it is possible 
to predict them. 
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d. The 100 KHz timing signal propagation 
times from Jupiter to receivers 1, 4 and 5 
were computed in two ways: 1) with 
spherical approximation mathematics, and 2) 
wiih Sodano's oblate spheroid mathematics. 
Secondary correction factors (due to earth 
conductivity effects) were added to all times. 

e. Time clock offset errors were computed by 
taking the differences between the spherical 
and oblate times by receiver. 

Point B in Figure 5 is what results when actual 
time differences from sic P "c" are corrupted with 
the time clock offset error3 picdicted in step "e" 
This very closely approximates the operatinl; 
condition of the system at the time, which was 
using time clock offset correction constants 
computed with spherical approximation 
mathematics. Point B is 405 meters southwest of 
the tower, short of the actual 590 meters, but 
certainly explaining the majority of it. Point B 
was computed with spherical approximation 
coordinate solution mathematics, exactly the 
same as the system was using. 

We had to include the time clock offset errors 
determined in step "e" to simulate actual system 
conditions and calculate point B. We can just as 
easily remove the errors and observe the change 
in system accuracy that should result. Point C 
indicates the solution location with zero time 
clock offset error, using the step "ctt time 
differences and spherical approximation 
coordinate solution mathematics. This point is 
415 meters northeast of the tower, which is 
actually a slight degradation in accuracy. 
However, there remains a second source of error 
due to inaccurate solution mathematics, which 
was based on a spherical earth approximation. 
This error source is examined in the next section. 

ERROR CAUSED BY SOLUTION 
MATHEMATICS 

As noted at the beginning of Section 2, approx- 
imating the earth as a perfect sphere affects not 
only the accuracy of time clock offset calcula- 
tions, but also the accuracy of stroke coordinate 

computation given receiver time differences. 
The magnitude of this error contribution is il- 
lustrated here. 

Refer again to Figure 5. With the time clock 
offset errors removed, the solution moves from B 
to C. Point C was calculated using the same 
solution mathematics as used by the system at the 
time, which was based on a spherical earth 
approximation. If we instead use the oblate 
spheroid mathematics as described previously, 
point C moves to D, which is only 205 meters 
from the tower. The net result of removing the 
time clock offset and improving the 
mathematical accuracy is a 50 percent reduction 
of error from 405 meters (point B) to 205 meters 
(point D) . 

The residual error of 205 meters is still under 
investigation but is believed to be due to ap- 
proximations in the derivation of the oblate 
mathematics. Further findings will be presented 
at the conference. 

DISCUSSION 

We have seen that moderate systematic error in 
the TOA LPATS can arise in two ways from 
using a spherical earth approximation: 1) de- 
termination of time clock offsets, and 2) calcu- 
lation of stroke coordinates from detected time 
differences. In the example presented in Section 
3, removing time clock offset error resulted in an 
820-meter shift in the computed coordinates. In 
this particular example, the radial position error 
happened to remain about the same, but this was 
only a fortuitous result. With a different triad of 
receivers or a stroke in a different location, it is 
possible that resulting error could be even larger 
than the original error as long as spherical 
solution mathematics is still used. Multiple 
errors can sometimes combine such that 
remaining error is larger when one error source 
is removed. It is important to reiterate that time 
clock offset error is quite easy to avoid in a 
system with a terrestrial timing reference signal 
by using accurate propagation time prediction 
software that accommodates the oblate earth 
shape (i.e., the method of Sodano). In systems 
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that are synchronized by satellite signals, the 
earth's oblate shape is handled differently, by 
including in the line-of-site calculations the 
elevation of the receiver site above sea level 
combined with the accurate earth radius for the 
applicable latitude. 

The example illustrated that oblate solution 
mathematics can also provide a substantial sys- 
tematic error reduction, in this case 50 percent. 
Even though the oblate mathematics is more 
complex than sphcrical mathematics, almost all 
of the additional complexity is involved in the 
initial one-time sysbm set-up constant 
calculations, and there is pi acrizally no additional 
load on the real time LPATS Central Analyze1 
software. 

The accuracy of all lightning ground strike 
tracking technologies in current use is affected by 
the earth's oblate shape. It has been shown in 
this paper that errors in a TOA system, due to 
approximating the earth as a perfect sphere, can 
be significant enough to warrant attention, 
especially when inherent system accuracy is good 
enough to be limited in large part by this error 
source. 
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EXPERIENCE GAINED IN OPERATION OF THE VLF ATD 
LIGHTNING LOCATION SYSTEM 

Anthony C. L. Lee 
Meteorological Office, Bracknell, 

Berkshire, RG12 2SZ, United Kingdom 

ABSTRACT 

The UK Meteorological Office’s VLF Arrival Time Difference (ATD) system for long-range location of 
lightning flashes started automatic international issue of lightning-location products on 17 June 1988. Data 
from before and after this formal start-date have been carefully scrutinised to judge performance. Techniques 
for estimating location accuracy include internal consistency and comparisons against other systems. Other 
areas studied were range (up to several thousand km); detection efficiency, saturation effects in active 
situations, and communications difficulties (for this redundant system); and spurious fix rate. 

Care has been taken to assess the potential of the system, in addition to identifying the operational 
difficulties of the present implementation. 

INTRODUCTION 

The Meteorological Office’s Arrival Time Differ- 
ence (ATD) system for long-range lightning-flash lo- 
cation operates in the very low frequency (VLF) 
band, where lightning atmospherics (‘sferics’) at fre- 
quencies near 10 kHz propagate within the earth- 
ionosphere waveguide to great distances [l, 21. The 
system has a nominal service area of 40W-40E 30- 
70N, which exceeds the combined areas of the USA 
and Canada, although strokes can be usefully lo- 
cated well outside this area at ranges of several thou- 
sand kilometres. The bulk of the nominal service 
area is shown in Fig. 1, and this is serviced by just 
seven ATD outstations whose eventual deployment 
is shown. 

OPERATION OF THE ATD SYSTEM 

In the ATD system, a single lightning stroke produces 
sferic waveforms which are received through their 
vertical electric field, and are band-limited (even- 
tually to 3 dB limits at 8.1, 11.7 kHz) at the un- 
manned outstations. From each outstation the digi- 
tised sferic waveform, together with the instant of 
time (or epoch) of the first digitisation sample for 
the waveform, is communicated to the control sta- 
tion. The detailed technique involves each outsta- 
tion storing all the data that it observes above an 
analogue threshold, and forwarding selected data on 
request to the control station. 

At the control station one waveform is chosen as 
a reference, and the other waveforms are each corre- 

Figure 1: Seven outstations (five UK; Gibraltar, 
Cyprus) cover the 40W-40E 30-70N service area. 
Contours of RMS km fix error, for 5 ,us ATD errors, 
are superimposed. Smaller ATD errors are realistic, 
with proportionally reduced fix errors. 

lated against this to extract the arrival time differ- 
ence of the sferics against the reference. Although 
digitisation samples are spaced at intervals of sev- 
eral microseconds, the sferic waveform is limited to 
a frequency range well below the Nyquist constraint , 
so that the underlying continuous waveform is arbi- 
trarily well represented, and each measured arrival 
time difference value (ATDMM) can be estimated with 
adequate resolution - in this case well below a mi- 
crosecond. 
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The most likely lightning stroke location (or ‘fix’) 
is estimated by its iterative adjustment to minimise 
the weighted differences between a set of theoretical 
arrival time difference values (ATDTH) based on the 
assumed stroke fix, the known outstation receivers’ 
coordinates, a modelled sferic phase velocity, and a 
spheroidal earth; and the set of measured arrival time 
difference values ( ATDM) . 

ESTIMATION OF FIXES, AND FIX 
ERRORS 

The fixing process can be described more formally as 
the minimisation of RESIDUAL2(8, A) with respect 
to the stroke coordinates #, A, where: 

1  RESIDUAL^(#, A) = - 
(m-  2) 

and: 

m = No. of non-reference outstations (No. 

r = Index of non-reference outstations. 
ATDTH = Theoretical ATD value. 
ATDM = Measured ATD value. 
# = estimated stroke latitude. 
A = estimated stroke longitude. 
g(r) = ATD standard deviation for non- 

of ATD values). 

reference outstation. 

The normalising factor (m-2) accounts for the num- 
ber of degrees of freedom (DOF) involved in fixing, so 
that with correct B ( P )  values the expectation for the 
minimum value of RESIDUAL is unity. This can be 
used to form the basis of a technique for estimating 
the root mean square (RMS) values of g ( r )  provided 
some relation is assumed between them (eg. they are 
equal), and provided that measurements are aver- 
aged over many strokes. 

Once the ATD standard deviations ~ ( r )  are 
known, they can be used to predict charts of abso- 
lute fix accuracy. Fig. 1 shows fix error (RMS km) 
of the eventual ATD outstation deployment over 
most of the service area under the assumption that 
~ ( r )  = 5 ps, and that all seven outstations are in- 
volved in every fix. 

In practice there may be bias in the differences 
between theoretical and measured ATD values, due 
to errors in the algorithms converting local timescale 

values to International Atomic Time (‘timescale er- 
rors’), and modelling sferic velocities (‘propagation 
errors’). Lee (31 extends the above argument by 
considering many strokes occurring within a short 
time-period (timing errors are constant) and within 
a fairly small geographical region (propagation errors 
are constant), so that any systematic bias offsets will 
be constant, and may be estimated as degrees of free- 
dom along with the stroke locations. 

If this is done, the remaining ATD standard devi- 
ation g(r)  will be reduced from values representative 
of absolute fix error to a measure of the the irre- 
ducible ATD scatter remaining after bias removal. 
In this case the charts of fix ‘error’ for bias-reduced 
r ( r )  will correspond to charts of scatter in the fixing 
process. This information is important as it repre- 
sents the limiting ATD system performance if bias 
errors can be adequately alleviated. 

ABSOLUTE AND RELATIVE FIX 
ERRORS FROM INTERNAL EVIDENCE 

TRIALS RESULTS 
Initial indications come from 1978-9 trial results, 

with just four experimental outstations - three in 
the UK and one in Gibraltar [l]. 

In winter conditions lightning tends to occur in 
isolated clusters, mainly over the ocean: 

0 On one occasion, of 41 Mediterranean flashes no 
fewer than 17 occurred in groups of 1.7-10.7 km 
diameter - in spite of the 1000-2600 km range 
to most outstations. 

This is likely to be an over-estimate of fixing scatter, 
as the observed scatter must include the physical sep- 
aration of the observed strokes. 

Absolute ATD system errors were estimated from 
o(r)  from the trial data: 

0 Over the entire trial, g ( r )  values for absoIute 
errors (no biases removed) were found to fall 
within the range 3.3-10.9 ps - with the larger 
values associated with minor equipment failures. 

0 The more representative lower value is smaller 
than the 5 ps used in Fig. 1. 

With full operational outstation deployment, Fig. 1 
suggests g(r)  = 5 ps gives 1.5-2 km fix errors in the 
Mediterranean. However, the more restricted trial 
outstation deployment degrades predicted absolute 
fix errors to 7-12 km. As expected, this is somewhat 
larger than the apparent fixing scatter, but not to 
such an extent that these results are inconsistent. 
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Table I. Pre-Operational Results for daytime strokes 
over southern UK [3]. 

Date: Jul29, 1987 Sep 05, 1987 
GMT: 1500-1511 1430-1900 

Strokes: 41 275 
Absolute u(r): 6.5 ps - 

- Abs. Fix Error: 3 km 
Relative u(r): 1.6 ps 1.3 ps 

DOF: 47 365 
Scatter : 700 m 630 m 

A trial case [4] involved a tight group of intense 
sferics apparently associated with an organised storm 
near 45N 3E on the Massif Centrale in France. ATD 
variance over several strokes indicated an absolute fix 
error of around 5 km in this region. The RMS spatial 
scatter of this group was 1.1 km, but it appeared to 
travel consistently with local winds: 

0 If a uniform velocity fitted to this data is sub- 
tracted, the best estimate RMS Lagrangian spa- 
tial scatter (taking correct account of lost DOF) 
is reduced to 0.5-0.6 km. 

However, as this group contained only 3-5 flashes, all 
that can be said with reasonable (90%) confidence is 
that the fix scatter was representative of a population 
scatter that fell within 2.5 km RMS. 

No attempt was made to eliminate bias from small 
regions of trial data, because data rates were too low 
to produce results at high confidence level. 

PREOPERATIONAL SYSTEM RESULTS 
During its pre-operational phase, the five UK out- 

stations of the non-experimental ATD system were 
installed, and the system tested with frequent re- 
booting of sub-systems and other experimental ac- 
tivities. Routine sanitisation activities such as spec- 
tral calibration were not carried out, and minimum 
attention was paid to epoch calibration. In spite of 
this, the data were amenable [3] to determination 
of bias-removed u(r) because such systematic offsets 
are eliminated; results are presented in Table I. 

NAVSTAR Epoch calibration was carried out at 
all outstations shortly before the Jul29 case, so Iocal 
outstation timescales were well established: 

0 During 1500-1511 GMT 41 strokes were re- 
ceived in the southern UK. Their analysis (dur- 
ing which offsets were set to zero, implying no 
bias corrections) yielded u(r) = 6.5 ps. 

If all five outstations contributed to each fix in 
the southern UK region with .(.) = 6.5 ps, then 

fix errors would have been 3 km. A comparison was 
made [3] with 5 km radar rainfall data, and close 
agreement was found between sferic fixes and iso- 
lated squares of intense rainfall, although it is known 
that peak rainfall and lightning are not precisely co- 
incident. 

Allowing fitted offsets to eliminate bias effects re- 
duced u(r) to its (relative or scatter) error of 1.6 ps, 
giving a fix scatter of 700 m. Such small scatter 
levels are physically realistic [5]. Clearly, there was 
substantial bias in the absolute fix error - perhaps 
due to propagation effects. 

A similar exercise was carried out on a much 
greater data set from Sep 105 (Table I). This data 
occurred 38 days later, after power re-starts and op- 
erator re-establishment of epoch using Loran-C data 
only. The offsets were different between the two 
dates, and gave clear evidence that relative to the 
Beaufort Park epoch, other outstations had been 
shifted by 10, 20 or 30 ps (fl ps) because of the 
10 ps cycle ambiguity of Loran-C. 

0 Any system which relies only on Loran-C timing 
, can suffer ambiguities of multiples of 10 ps if no 

steps are taken to remove the problem. In the 
ATD system the problem can be identified and 
removed using the techniques presented here, or 
by using Omega reception facilities. 

For this reason the absolute u(r) values were larger, 
and are not considered here. 

Bias elimination reduced u(r) to a similar 1.3 ps, 
and a scatter of 630 m for five-station fixing. 

EARLY OPERATIONAL DATA 
The Gibraltar and Cyprus outstations were subse- 

quently deployed to the operational configuration, al- 
though communications initially proved troublesome, 
limiting data availability. 

With long-baseline deployment, interest lies in 
whether the effects of long-range propagation de- 
grade .(.). The most stable VLF propagation occurs 
around local mid-day over the path, and data were 
found for 1000-1200 GMT on Dec 04, 1987 covering 
three distinct groups of strokes (first four columns 
of Table 11) located west of Portugal (group A), 
1200 km east of Atlantic City (group B), and 1000 km 
west of Sierra Leone (group C). 

Analysis results allowing offsets to eliminate bias 
are presented. The three .(r) values were -30% 
larger than the UK-stroke values at  1.91, 1.75, 
1.80 ps respectively. The associated (relative) fix 
scatter based on seven outstations (6 for C, as no sfer- 
ics were received at  Cyprus) are 1.3, 7.3, and 7.3 km 
- small values in spite of the great ranges involved. 

- 
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Table 11. Analysis of three mid-day groups of strokes for Dec 4, 1987. These are ana 
Relative u(r) separately; and also as a single composite group with fitted phase velol 

Location: W of Portugal 1200 km E Atlantic City 1000 km W Sierra Leone 
Group: A *  B C 

Lat, Long: 38.3N, 11.6W 40.3N, 61.1W 8.2N, 21.1W 
Strokes: 34 48 48 

DOF: 88 140 170 
Rel. u(r): 1.91ps 1 .'75ps 1.8Ops 

Scatter: 1.3 km 7.3 km 7.3 km (6-station) 

The three groups were composited, using a sin- 
gle set of offsets, to see how the wide geographical 
area would further degrade a(r). The sferic paths 
lay over regions of quite different surface conductiv- 
ity, including sea, normal land, and the Sahara desert 
- so phase velocities would be different. To make 
a crude allowance for this, different phase velocities 
were used for groups A, B; and two phase velocities 
were used for group C, depending on whether the 
path lay over land/sea or desert. The phase veloc- 
ities were fitted as part of the overall minimisation 
process - and a further four degrees of freedom were 
subtracted to give consistent statistics. 

The fitted sferic phase velocities were reasonably 
consistent with theoretical values. Scatter results are 
shown in the last column of Table 11. A rather larger 
U ( T )  of 3.30 ps is produced, highlighting the crudity 
of the model phase velocity used. Nevertheless, this 
degree of timing scatter is considerably smaller than 
experienced as absolute timing errors - demonstrat- 
ing that bias reduction can be effective even with 
geographically coarse propagation information. 

During the previous evening (Dec 03) 49 strokes 
were observed to the far south-west of the service 
area, during a twilight and night-time path: results 
are presented [3] in Table 111. Biases were eliminated 
by fitting offsets, but when all strokes were compos- 
ited the extended range and variation in twilight con- 
ditions produced a large scatter of 11.9 ps. Breaking 
the data into more limited geographical and temporal 
ranges (but still retaining useful numbers of degrees 
of freedom) gave a(.) values of 1.3-2.0 ps, except 
for one result of 6.1 ps where it is likely that rapid 
twilight changes were taking place. 

CONCLUSIONS FROM INTERNAL EVIDENCE 
From the above discussion conclusions are: 

e If no allowance for bias is made then a(.) esti- 
mates for absolute stroke locations are obtained. 
Values vary with details such as operator errors 
in setting timescales etc., but under correct op- 
erating conditions values of 3-7 ps are found. 

ysed to find 
ties [3]. 
A+B+C 
- 
- 
130 

3.30~s 
394 
- 

Table 111. Analysis of long-range night-time 
Caribbean and tropical Atlantic clusters for Dec 03, 
1987 [3]. Offsets were fitted to eliminate bias. 
Group GMT Lat/Long DOF a(r) 

All 1900-2230 - 157 11.9 
(PSI 

D 1925-2044 10.8N,44.7W 21 1.3 
E 2129-2214 11.1N, 39.4W 5 2.0 
F 1906-2045 ll.ON, 76.5W 18 6.1 
G 2051-2214 11.5N, 74.4W 32 1.8 
H 1909-2227 14.4N, 79.0W 46 2.0 

e If suitable offsets can be found or predicted, then 
a(.) values associated with relative locations (or 
scatter) of around 1.4-2.0 ps can be obtained, 
even under twilight conditions. 

a Twilight conditions will be the most difficult to 
predict because conditions change rapidly. 

culated by scaling charts like Fig. l. 
e Absolute fix errors, or scatter in fixing, are cal- 

CURRENT ATD SYSTEM PROBLEMS 

CYCLE MIS-MATCHING IN ATD EXTRACTION 
Sferics travelling in the earth-ionosphere wave- 

guide have a phase velocity which varies with fre- 
quency and path, associated with a group-velocity 
less than the phase velocity. Thus sferic waveforms 
change with propagation, and have a slightly differ- 
ent shape when received at each outstation. 

This distortion may modify waveforms differen- 
tially to the point where the correlation peak used 
for ATD-extraction is highest for a mis-matched cy- 
cle - and an ATD value an approximate multiple 
of 100 ps (one carrier period) in error is obtained. 
This situation is usually associated with two similar- 
height peaks in the correlation, so that a warning 
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of possible mis-match is obtained. In the present 
system the u(r) for that particular stroke and non- 
reference outstation is set to 100 ps. This is usually 
large enough to down-weight this ATD to the point 
where it plays little part in subsequent fixing. 

Early experience demonstrated that this ‘fail-safe’ 
approach produced unacceptable data-loss. The 
problem could be bypassed by correcting waveforms 
to some intermediate range using an initial fix and 
a spectral propagation model. This has not been 
done, but a partial solution has been implemented 
by fitting a group velocity to experimental data, and 
using this to correct the envelope position of sferic 
waveforms to match the phase velocity. 

Nevertheless, where the outstation complement is 
reduced and cycle mis-matching occurs, the result 
can be data-loss; or if the error is not detected, a 
poor fix. 

Current alleviation of cycle mis-match wastes data. 
The quantity u(r) represents a conceptual Gaussian 
distribution of error. Recognition of a cycle-slip does 
not imply a Gaussian error distribution of width 
100 ps; rather the Gaussian error distribution re- 
mains at the normal level, but there is a high prob- 
ability of a catastrophic jump. Alternative ATD 
values are easily found from alternative correlation 
peaks, and the ‘correct’ value may be identified by 
examination of RESIDUAL. By this means the out- 
station data associated with the cycle-slippage is not 
lost, can take part in the fixing to provide redundant 
data (and hence maintain accuracy), and maintains 
redundancy for assessment of ‘wrong cycles’. 

The discrimination of this process depends on the 
ability to detect 100 ps ATD errors, flagged by un- 
likely values of RESIDUAL; and its sensitivity de- 
pends on the valueof u(r). In practice, under current 
arrangements u(r) is not monitored by any on-line or 
off-line process, but is assigned by an operator. The 
value used is generally around 13 ps (rather than 3- 
7 ps), largely because of the perceived probability of 
an operator setting local timescales to an incorrect 
Loran-C zero-crossing! Unfortunately this is some- 
thing of a self-fulfilling prophecy, because with such 
a large u(r) value any such incorrect operator set- 
tings are not highlighted by consistently significant 
values of RESIDUAL. Reduction of u(r) by bias- 
reduction techniques would sharpen discrimination. 

COMMUNICATIONS PROBLEMS 
Communications between outstations and control 

station is currently through dedicated low-speed 
(110 bits s-l) telegraph lines. All are subject to sur- 
prisingly frequent outages, and if immediate report- 
ing action is not taken (implying manpower-intensive 

monitoring) outages may become prolonged. This 
reduces outstation availability. The lines suffer 
higher bit-error rates than that for which the error- 
correction protocols were designed, causing some 
communications congestion. 

For the UK outstations greater availability may 
be obtained by the redundancy and lower error- 
rate inherent in a properly maintained digital packet 
switched network, such as the Meteorological Office 
Weather Information System; and such systems may 
carry their own transparent fault detection and re- 
porting systems. The variable packet-switched de- 
lays need not be a problem in this system. 

The worst communications problems exist on the 
two overseas stations. This is unfortunate as the 
cramped deployment of UK outstations makes the 
overseas stations crucial to long-range fixing. Cyprus 
suffers particular problems as it is a low-priority 
shared line, which on frequent occasions becomes un- 
available. Loss of Cyprus data degrades long-range 
performance to such an extent that there may well be 
a false economy in shared use. An earlier shared link 
to Gibraltar has now been replaced by an exclusive 
line. 

If outstation spatial deployment were more uni- 
form, alternative (possibly additional) communica- 
tions through techniques such as meteorscatter could 
extend the packet network; the extra redundancy 
would improve channel availability and automatic 
monitoring. 

The burden of monitoring communications lines 
and reporting outages is currently borne by the 
control station operators, mandating their presence. 
Line-fault detection must become more automated, 
with automatic reporting of outage to the perma- 
nently manned Meteorological Office communica- 
tions desk for remedial action. 

ISOLATED OUTSTATIONS 
Current outstation deployment has most outsta- 

tions cramped within the UK, with two isolated over- 
seas stations, making fix accuracy crucially depen- 
dent on overseas outstations. Fig. 2 shows location 
error for 5 ps ATD errors using just five UK outsta- 
tions in their current deployment (with the ‘Aughton’ 
outstation at the unfavourable Beaufort Park loca- 
tion). The 2 km fix error that existed over much of 
the Mediterranean is degraded to around 40-80 km, 
although degradation is less dramatic near the UK. 

Long base-lines reduce fix error, but strokes ob- 
served by UK outstations may appear weak at the 
overseas outstations. Because of their low latitudes 
the Cyprus and Gibraltar outstations suffer recep- 
tion of frequent sferics from intense tropical storms, 

i 
I 

I 
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Latitude 

Figure 2: As Fig. 1, for five UK outstations in their 
current deployment. The ‘Aughton’ outstation is 
currently located at Beaufort Park. 

which may prevent reception of the ‘wanted’ weak 
sferics. In particular, strokes to the north of the UK 
may not be received at either overseas outstation; 
and strokes in the western Atlantic will often not be 
received at Cyprus. This problem, added to commu- 
nications outage, reduces overseas outstations avail- 
ability - with a disproportionate effect on fix error. 

If some UK outstations were re-deployed into Eu- 
rope or Scandinavia, the Gibraltar and Cyprus out- 
stations would become less critical. Re-deployment 
of the Cyprus outstation further north onto the Eu- 
ropean mainland could well improve communica- 
tions and selected sferic reception, without signifi- 
cantly degrading seven-outstation performance in the 
southern limits of the service area. 

RECEIVER RESOURCE SATURATION 
The ATD technique is useable at high data rates 

and detection efficiencies, but the present system was 
engineered as an economic replacement for the much 
slower manual CRDF system. 

The current ATD system is limited mainly by 
control-station processing capability to 
400 strokes h-l, averaged over several minutes, al- 
though this could be cheaply upgraded. A ‘clean’ 
110 bits s-l communications capacity would become 
saturated at around 3-6 times this data rate. Re- 
sources are limited, so the system is designed to make 
a semi-randomised selection from all available sferics 
(including weaker ones) using an  outstation analogue 

threshold, and an adjustable ‘dead-time’ imposed on 
the control station after sferic selection [2]. 

Outstation receivers have two independent gain- 
settings. One (adjusted by the control station) de- 
termines gain between antenna and digitiser circuits, 
and should be set so that sferics from strokes at ‘ap 
propriate’ ranges do not saturate the electronics (spe- 
cial circuits ‘tag’ near-overload and overloaded sig- 
nals). The other adjusts the threshold above which 
electric-field waveforms are judged sufficiently ‘sferic- 
like’ for their processed signals to be stored - await- 
ing requests for forwarding from the control station. 
The latter is adjusted locally to control the volume of 
data temporarily stored in outstation random access 
memory (RAM). The control station directly adjusts 
the ‘selector’ outstation threshold to adapt control 
station fixing rates to 400 strokes h-l; thus system 
detection efficiency is a function of activity [2]. 

However, an operational practice has crept in 
whereby control station operators attempt to acquire 
‘all’ sferics from UK strokes (a user ideal) by set- 
ting the antenna-to-digitiser gains, and dead-time, 
to minimum. This causes problems when storms oc- 
cur near an outstation; because local activity rapidly 
fills up outstation buffer RAM, raising the thresh- 
old, and making the outstation less sensitive - and 
therefore unavailable to sferics from more distant 
strokes. The problem is compounded if the control 
station attempts to fix strokes closely spaced in time 
(ie. with short dead-time) as the RAM buffer is emp- 
tied slowly. 

In practice locally-generated data are ‘distorted’ 
by unusually short ranges, and so are of little use for 
ATD-extraction. Increasing the antenna-to-digitiser 
gain to levels appropriate to sferics from more ‘nor- 
mal’ ranges will cause most abnormally short-range 
sferics to overload - and be tagged as such. Over- 
loaded waveforms are currently not reported to the 
control station; an outstation software modification 
would ensure that they were discarded without occu- 
pying RAM space, while expending minimal outsta- 
tion resources. This would break the cycle of RAM 
congestion from local activity, prevent threshold rais- 
ing, and allow the outstation to continue reporting 
sferics from distant ranges provided they are not ac- 
tually masked by simultaneous local activity. 

AMBIGUOUS FIXES 
Atkinson et al. [SI highlighted the possibility of 

ambiguous four-station fixes: a potential problem for 
both ATD and Time of Arrival (TOA) systems [“I, 
although soluble by appropriate outstation deploy- 
ment. A ‘flat-earth’ discussion is presented below. 

If two intersecting lines can be drawn through 



Figure 3: Two ambiguous paired loci for the four 
Outstations Camborne, Beaufort Park, Hemsby and 
Stornoway. The divergent paired loci are crossed 
at their common coincident-foci ‘intersection’. Loci 
close to the outstations hook around Camborne and 
Hemsby; while their divergent pairs spread beyond 
Biscay, and towards south-east Europe. 

four outstations, all lying on one side of a third line 
through the intersection, then the two lines may be 
considered as a limiting pair of hyperbolae with coin- 
cident foci at the intersection. In this case, a family 
of ‘four-station’ hyperbolae may be drawn with all 
members having one hyperbola passing through the 
four outstations; and the hyperbolic foci follow loci 
diverging from the intersection point. 

For any point on a hyperbola, the difference be- 
tween focal distances is constant. Thus it may be 
shown that a zero-RESIDUAL fix at  the focus of 
one four-station hyperbola is ambiguous with a sim- 
ilar fix at the other focus. This holds for all family 
members, so any fix lying on a focal locus is ambigu- 
ous with a paired focus on the opposite focal locus, 
and cannot be distinguished by time-difference (ATD 
or TOA) alone. 

Similar ambiguous fix loci exist over a curved 
earth. Fig. 3 illustrates two sets of divergent loci for 
fixes obtained using the four UK outstations shown 
(five as currently deployed, less Lerwick). Similar loci 
occur for the five UK outstations less Stornoway - 
the ‘hooks’ scarcely move, and the loci are rotated 
slightly clockwise. Strokes located on the lengthy 
half-loci are ambiguous (for the four-outstation sets 
cited) with fixes near the UK on the shorter half-loci, 
and vice versa. 

In practice, apart from ‘near coincident’ am- 
biguities close to the intersection point, ambigu- 
ous fixes are widely spaced - and can be distin- 
guished through relative outstation amplitudes or 
waveshapes. 
Low u(r) values would make it easier to distinguish 

non-zero RESIDUAL fixes in the vicinity of the loci. 
In the current system the potential problem areas are 
known, and fixes found in an ambiguous region are 
explored by starting the search minimiser (1) near 
both ambiguous fixes and inspecting the result. A 
fix is reported when only one solution is likely. The 
problem is best resolved by having further outstation 
observations - an option not readily available with 
short-range outstations. 

Deploying three of the outstations in a triangle 
with the fourth near the centroid prevents the inter- 
secting lines being drawable. Note from Fig. 1 that 
this is the UK outstation situation when the Beau- 
fort Park outstation is finally deployed at Aughton, 
whichever of the two northern outstations is lost. 

SPURIOUS FIXES 
Under unfavourable circumstances, particularly 

when the above effects conspire to reduce outstation 
observations, the system makes occasional grossly in- 
correct fixes - as opposed to fixes with errors com- 
parable to the estimated error based on cr(r) values 
and fixing geometry. These appear to be associ- 
ated with undetected cycle mis-matches, sometimes 
in conjunction with the current ambiguous fix meeh- 
anism (there is some evidence of identified spurious 
fixes in the UK area preferentially occurring near the 
ambiguous fix loci). 

During the Jul-Sep 1989 operational trial, partic- 
ular care was taken to identify ‘spurious fixes’ which 
did not correlate with other meteorological evidence: 

0 Positively identified spurious fixes (mainly near 
the UK) represented around 0.004% of the total 
number of fixes [a]. 

The proportion is small, but forecasters see this as 
the most significant problem for the current ATD 
system, because of the resulting loss of confidence. 
The current system’s low detection efficiency was of 
much lower concern. 

ATD SYSTEM HEALTH MONITORING 
Indices of overall system health, derived from (l), 

were designed into the ATD system; not all are cur- 
rently in routine use. 

0 Setting u(r) values in (1) to non-dimensional 
unity makes RESIDUAL2 a measure of u(r)2,  
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to be filtered, displayed as mean a(r), and used 
for fixing. 

The algorithm must avoid ‘downweighting’ proce- 
dures, if necessary re-selecting correlation peaks. Re- 
ducing bias improves a(~), and quality control - in- 
cluding cycle-slippage detection. 

0 Setting O(T) values in (1) to measured aver- 
ages allows the significance of RESIDUAL to 
be evaluated realistically, and automatically, for 
each stroke. 

The algorithm is based on an F-test. Outliers (at, 
say, 0.5% or 0.1% significance level) should be re- 
jected, ensuring normal population fixes. Signifi- 
cance levels should be scrutinised, and any tendency 
to frequent high significance investigated. 

Measured a(~) values allow error ellipses to be 
evaluated. Strokes with fix errors outside agreed lim- 
its for their position are rejected, or tagged. Cur- 
rently default b(~) values of 13 ps are used, making 
the estimate sensitive to fix location and available 
data, but not to scaling for ATD uncertainty. 

0 Estimation of bias, and scatter a(~), allow long- 
term estimates of corrections for bias-reduction, 
and resolution of epoch ambiguity; and esti- 
mates of irreducible scatter. 

Plots of average a(?=), three forms, provide an over- 
all ‘health score’. Degradation requires immediate 
warning, diagnosis, and remedy. In the system de- 
sign many potential degradations were automatically 
maintained, but not all mechanisms are used: 

Several epoch sources are provided, including 
Loran-C and Omega (different ambiguity periods) 
and inter-comparison techniques; as are automatic 
means for detecting and responding to hardware 
timescale jumps. Bias-estimation also detects 
timescale changes. Recently, NAVSTAR has been 
added to some outstations. However, operators have 
tended to use only one epoch source, and have be- 
come vulnerable to its weaknesses. Loran-C cycle- 
slippages of 10 ps have been common - although 
these are easily detected ([3], Appendix A) and cor- 
rected. 

The design included automatic closed-loop moni- 
toring and correction of deficiencies in hardware fil- 
ters. This has not been properly integrated. 

Electronically variable notch filters are provided to 
protect distant (weak) sferics from man-made trans- 
missions. Currently, they‘are little used. 

COMPARATIVE SYSTEM RESULTS 

The following studies of comparative fixes and ‘de- 
tection efficiencies’ estimated during Jul-Sep 1989 
are detailed by Atkinson and Kitchen [8]; only a sum- 
mary is presented here. 

WMO SYNOP REPORTS 
Observer thunderstorm reports (WMO SYNOP 

present weather codes 17,29, 91-99) at three-hourly 
intervals were plotted over the service area, together 
with comparable ATD fixes. A thunderstorm ‘detec- 
tion index’ was defined as the percentage of SYNOP 
thunderstorm observations for which there was an 
ATD fix within 100 km. For synoptic purposes it is 
unnecessary to detect each thunderstorm cell: ‘ar- 
eas’ of activity are adequate. Different criteria may 
be important for short-term forecasting. 

Over the entire service area, the two-weekly av- 
erage detection index was close to the 80% mean, 
although wider variations occurred on shorter time- 
scales. Over the UK and near continent the index 
was >go%, falling to less than 50% at the edges 
of the service area in Eastern and Northern Europe 
and North Africa. Detection efficiency depends on 
threshold gain, and areas of distant activity may be 
masked due to system saturation by nearby storms. 

UK ERDC SYSTEM 
Within the UK, the five UK-outstation ATD net- 

work offers <2.5 km fix errors (assuming 5 ps ATD 
errors), improving to 1.1 km for a seven-outstation 
network. Predicted scatter should be a factor of 
5/1.5 or 3.3 smaller. 

Fix comparisons (based on strokes at correspond- 
ing times) were made with the Electricity Research 
and Development Centre (ERDC) 1 kHz direction- 
finding network [9]. Initial results on Humberside 
and Leicestershire storms (150 km from two oper- 
ating ERDC outstations) showed ATD fixes biased 
6 km south-west of ERDC fixes. Comparisons with 
data over the North Sea suggested systematic ERDC 
bearing errors of a few degrees on this day, so bias 
was removed to plot scatter comparisons. 

The ATD system estimated absolute errors for 
each fix, based on (probably pessimistic) assumed 
13 ps ATD errors, were typically 3-10 km for these 
fixes which included some Gibraltar and Cyprus 
data. If 1.5 ps ATD scatter is assumed, the fix scat- 
ter should be a factor 13/1.5 smaller, or 0.4-1.2 km. 

Bias-removed results gave 8.5 km standard de- 
viation for ERDC-ATD fix discrepancies <30 km. 
KEMA-ATD scatter (below) was similar in an area 
where predicted ATD system scatter was much 
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larger, suggesting that ERDC-ATD scatter is largely 
attributable to the ERDC system. 

The ERDC system’s high detection rate allows an 
estimate of ATD system stroke detection efficiency. 
During a two-hour period, 46 strokes were seen by 
both systems, from 53 ATD fixes and 168 ERDC 
fixes. This suggests an ATD detection efficiency of 
27% for ERDC-detected strokes, with ATD selector 
at Camborne having 21 dB threshold gain. Flash 
detection efficiency may be a little higher if ERDC 
detected multiple strokes. Similarly, the ERDC de- 
tected only 87% of the ATD fixes, although this could 
be because it is less sensitive to cloud-flashes than the 
ATD system. 

NORWEGIAN TRANSINOR SYSTEM 
The TransiNor system uses 18 LLP magnetic 

direction-finding outstations [10,11], operating in 
Norway, Denmark, Sweden, and Finland. Fix times 
identified corresponding strokes, and fix comparisons 
were made mainly in southern Norway. TransiNor 
fixes can be made with up to eight outstations, al- 
though most used only 2-3. 

In this northern region few ATD data from Gibral- 
tar or Cyprus were available. Fig. 2 indicates that 
the five UK outstations alone, assuming ~ ( r )  = 5 ps 
ATD error, give fix errors in southern Norway of 12- 
26 km. However, the current system does not esti- 
mate a( r ) ,  so the default value of 13 ps  was assumed 
- to estimate a (probably pessimistic) 30-60 km er- 
ror for ATD system fixes. 

The normal population discrepancies between 
ATD and TransiNor fixes varied widely: the largest 
were for oceanic TransiNor fixes to the south-west 
of Norway. However, these used just two TransiNor 
stations at Oslo and Satenas; the latter appearing to 
give bearing errors varying with azimuth, as found 
by Schutte et a1 1123, implying dominant TransiNor 
errors. More typically, fix discrepancies were around 
65 km; although it is believed that the TransiNor sys- 
tem contributed a sizeable portion as there appeared 
to be little correlation between estimated ATD fix er- 
ror and fix discrepancy. Other occasions gave rather 
lower discrepancies - down to 35 km. 

LLP observations were used to deduce ATD sys- 
tem detection efficiency. In Southern Norway on 
8 Aug, the apparent stroke detection efficiency 
(based on TransiNor detections) was 25% between 
0900-1200 GMT (at a selector threshold gain of 
21 dB), falling to 13% from 1200-1500 GMT (thresh- 
old gain 15 dB). These may be slight under-estimates 
of flash detection efficiency, as some TransiNor 
strokes were part of multiple-strokes, but are oth- 
erwise broadly typical. 
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DUTCH KEMA SYSTEM 
Keuring van Elektrotechnische Materialen 

(KEMA) operate a 5-outstation LPATS network [7], 
and local fixes were studied at 52.5-54 N and 3-4.5 E. 
The f 1 . 5  s LPATS timescale uncertainty caused dif- 
ficulties, but comparisons were made with ATD sys- 
tem fixes. 

ATD system accuracy depends on available outsta- 
tions: seven (and assumed 5 ps ATD error) imply fix 
errors of 1-1.5 km; degraded to 5-12 km with only 
five UK outstations, which was more typical. 

Initial comparisons highlighted an 8 km bias be- 
tween ATD and KEMA fixes, mainly through a 
10 ps Loran-C zero-crossing error in the Stornoway 
timescale. The ATD fixes appeared more spread ge- 
ographically than KEMA fixes, suggesting KEMA 
fixes in this area are more precise, as might be ex- 
pected for the five-outstation ATD network. 

The bias was removed, and resulting fix discrepan- 
cies found to fit a distribution with a standard devi- 
ation 8.5 km for discrepancies less than 30 km. 

This ATD system result suggests useful accuracy 
consistent with predicted absolute fix errors in this 
area, but is slightly disappointing as scatter appears 
larger than the 2-5 km that might have been ex- 
pected from an assumed 2 ps ATD scatter. 

LPATS timing problems compromised estimates of 
ATD system stroke detection efficiency, but with a 
Camborne selector gain of 21 dB this was around 
25%, in agreement with above estimates. 

FLORIDA ARSI SYSTEM 
Atmospheric Research Systems Inc (ARSI) man- 

ufacture the LPATS system, and operate a five- 
outstation network covering 24-32 N, 85-77 W. Both 
ATD and ARSI systems observed a storm 200- 
300 km off the east coast of Florida for a mid-day 
path on 14 Sep, 1979. Agreement in absolute fix 
positions was fair, with discrepancies <lo0 km - 
although an assumed 5 ps ATD error would have 
suggested a 36 km error. ATD system detection effi- 
ciency was only a few percent at  this range, and only 
8 coincidences were observed. 

Assuming ‘correct’ ARSI fixes, the measured ATD 
values (from Beaufort Park) were compared with the- 
oretical ones. This highlighted 10 ps timescale bi- 
ases at two outstations (Loran-C!). More impor- 
tantly, although the random difference between ATD 
values was 2-3 p s  at most outstations, the Ler- 
wick value was around 6 ps. This is larger than 
expected, is inconsistent with observed propagation 
effects ([3] Appendix A), and was not observed at 
‘nearby’ Stornoway. This may imply a fault or local 
influence at Lerwick, perhaps explaining the over- 
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large scatter in KEMA comparisons. This is being 
investigated. 

LOOKING AHEAD 

For the ATD system we have: 
UK Area Wide Area 

Relative a(r): 1.3-1.6 ps 1.3-2.0 ps 

The above u(r) errors have been estimated, and 
Figs. 1, 2 relate these to fix errors. Absolute er- 
rors can be reduced to make the system less vul- 
nerable to outstation loss. Quality needs protec- 
tion by tightening identified closed-loop proce- 
dures. Accidental timescale misalignments (by 
ambiguities of 10 ps) have been common, but 
are easily detected by available techniques, es- 
pecially if bias is reduced. A possible problem 
with Lerwick is currently being investigated. 
Comparisons with KEMA and ARSI systems 
lend credence to a(r)  fix error estimates. ERDC 
and TransiNor comparison discrepancies are 
probably dominated by the comparison system. 

0 Absolute a(r): 3-7 ps 3-7 ps 

Fix errors become degraded if outstations are 
unavailable. This currently happens through 
communications problems, poor outstation de- 
ployment, and receiver resource saturation. All 
are tractable problems. 
A combination of poor outstation deployment, 
unavailable outstations, and bias-degraded ~ ( r )  
leads to a spurious fix rate of 0.004%. Although 
not large, this is considered the most impor- 
tant system problem for the forecaster. Improve- 
ments are achievable in all causative areas. 
Stroke detection efficiencies are low at around 
25% near the UIC, although adequate for synop- 
tic purposes. Nevertheless, higher detection effi- 
ciency is desirable - and is achievable through 
improved processing (and possibly communica- 
tions) resources. 

The system can be upgraded. Trade-offs between real 
benefits and increased costs need to be considered. 
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ABSTRACT 

In 1985 a three station direction finding lightning location system was established in the UK. In this paper a description 
is given of its evolution from an experimental system to a five station commercial system providing both on-line and 
historical location information. A method of error reduction which enables simultaneous optimisation of strike location 
and calculation of aerial twist error is described, together with results of the analysis of four station data from 1989. It 
is demonstrated that one station with a twist error can produce an apparent bearing dependent error in a station without 
errors. Application of the bearing corrections has significantly improved the accuracy of the system. Average location 
errors of better than lkm can be acheived at a distance of 2OOkm from the stations. 

INTRODUCTION 

Damage by lightning to the distribution systems of the UK regional electricity companies, together with the associated 
costs of interruption of supply to customers is a significant cost to the businesses. It has been estimated that, in the mid 
1980’s, this cost was of the order of 3 3  million per annum 111. 

By 1985 an experimental three station direction finding (df) lightning location system was established in the UK. The 
positions of the stations and the coverage of the system for strikes of 7 kA and greater is shown in figure 1. Earlier 
work [2,3] had showed that the errors in wide band df systems could be attributed to the downcoming horizontally 
polarized wave produced by reflections at the ionosphere. The experimental system therefore operated at a VLF fre- 
quency of 2 kHz, which is the cut-off frequency for horizontally polarized waves propagating in a plane waveguide 
with a separation between horizontal conductors of 75 km. This distance is the effective daytime height of the iono- 
sphere for W waves. The df stations used 3 vertical loops differing in azimuth by 120 degrees. This avoided the need 
for polarity sensing to determine the bearing quadrant, and also avoided the need for accurate measurement of very 
small voltages, since the largest two signals will not vary by more than 1:0.5 in relative magnitude because the bearing 
to a strike must always be within 60 degrees of the planes of at least two of the three loops. 

The system was operated intermittently during 1985 and 1986. Raw bearing and signal strength data from the stations 
was collected by a DEC PDP11/73 computer, with analysis and location being performed off-line on a Prime main- 
frame. Simple error analysis, consisting of the calculation of the “strike error radius” (defined as the root mean square 
of the perpendicular distance of the located strike position to the bearings from each of the stations), together with a 
few observer reports indicated that the system was only accurate to between 15 and 20 km at night. The operating fre- 
quency was therefore reduced to 1070 Hz with a bandwidth of 350 Hz. A similar analysis of the 1987 data indicated a 
mean accuracy of location of 6 km. 

SYSTEM EXPANSION AND IMPROVEMENTS 

Following the improvement in performance, a decision was made to increase the coverage and accuracy of the system 
by adding more stations. Also, the value of the system for producing early warning of impending lightning was appre- 
ciated, and a decision was made to develop the system to locate and broadcast lightning strike data to customers in real 



time. During 1989, it became clear that the chosen sensitivity was inadequate, as a small number of strikes which had 
caused damage were sensed by only one or no stations. The threshold level at which the stations reported was therefore 
reduced. These improvements introduced a small number of problems to be overcome and these together with im- 
proved methods of location of strikes and error analysis are described below. 

CHOICE OF NEW SITES 

The original sites were chosen so that the overall level was within 1 degree over 1 km radius with mean level constant 
over 10 km. The geography of the UK, together with a requirement to position stations with a separation of 300 km, 
and approximately 1 km from 11 kV power lities has prevented the installation of stations on such favourable sites. 
The principle need for more stations was to increase coverage of Scotland. At least one station was required in northern 
or central Scotland, with a second in northern England or southern Scotland. The hilly nature of the north of England 
and Scotland in general has led to most urban development being restricted to the low-lying coastal areas. The conse- 
quent need for electricity in these areas has resulted in a high density of transmission lines and hence reduced the num- 
ber of sites which would otherwise be acceptable. However, four potentially acceptable localities were found. 

Upon more detailed surveys of the areas, two sites were chosen as more acceptable than the others. These sites were 
both in Forestry Commission land, minimizing the risk from future development. The first, H a t w d  forest is some 
miles north west of Newcastle upon Tyne, whilst the second, Rhynie forest, is some miles north west of Aberdeen. The 
mean level of the Harwood site slopes by 0.03 degrees SE to NW, with the overall level within 1.2 degrees. The mean 
level of the Rhynie site slopes by 0.12 degrees E to W with the overall level within 1.2 degrees. The effects of these 
departures from the “ideal” sites are discussed in the section on errors below. At present all 5 stations are operating. 
The position of the new stations and the present coverage for strikes of 5 kA and above is also shown in figure 1. 

’ 

1985 

1990 

Figure 1. Position of DF Stations and coverage of system in 1985 and 1990 
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DEVELOPMENT OF THE REAL-TIME ON-LINE SYSTEM 

Collection of data and calculation of location,The df stations can sense a strike, calculate bearings and signal strength, 
and transmit the encoded data at a rate of 40 per second. However, it soon became clear that the PDPll computer could 
not collect, time tag and store the data, and in addition calculate the strike location at rates significantly above one per 
second. This was acceptable for an off-line system, providing the input buffers were not Wed. An on-line system, o p  
erating at this mean rate, could result in location information being sent to customers up to 15 minutes after the strike 
o c c d .  This is unacceptable for a “real-time” system. 

The duties of the central computer were therefore distributed. The PDPll continued to collect, time tag and store the 
data, whilst calculation of the location and transmission to remote displays was performed by a Sun 3/160 computer 
under Unix. This operating system was chosen as it allowed development of the various components of the system as 
separate programs to be run as separate processes. 

There are three main process running live on the Sun. Communication between the various processes is by a low level 
Unix method known as “sockets”. The first process collects the packet of data as made up by the DEC. It stores the 
raw data on disc and passes it on to the analysing process. This calculates the location, produces an estimate of accu- 
racy of location and current of the strike, then tests the data against a series of rules in order to assess whether the strike 
has been incon-ectly located. These test were of great immance in the early days when only two stations were oper- 
ating, and became of importance again when the threshold of the system was reduced. 

The analyser passes the location data, together with date, time, accuracy, number of re-strikes, current and flags indi- 
cating the results of the rules’ test to the third main process. This encodes the data for transmission to remote displays 
and transmits it. Simultaneous connection of the analyser to more than one “post analysis” process is possible. It is 
therefore possible to filter data to a customer’s needs, for example restricting the area of coverage, without making any 
change to the analysis program. 

This system design makes the system more robust, since failure of one process does not affect the others. It also is of 
great assistance when bringing a station on-line, whilst it is being calibrated. Two complete systems can be run on the 
same machine, one without the new station, one with, and the results compared in a separate process without interfer- 
ing with the live system. 

In 1989 the Sun was upgraded to a 4/260 10 MIPS machine. In addition all the processes were streamlined to make 
them more time efficient. The result of this was to increase the processing speed by a factor of eight. The continuous 
rate is now well in excess of that which the data circuits to customers are able to support. A second DEE and a second 
Sun computer have been added to the system. These are inter-switchable with the original computers to provide hard- 
ware redundancy. As a consequence of this, although damage to stations has occurred, collection of data from at least 
two stations has not been interrupted for two years and within this period, excluding problems with data circuits, cus- 
tomers have only been off-line for a total of 44 hours. 

On-Line Dimlav terminals have been developed to provide a real-time graphical display of strikes. The display soft- 
ware runs on IBM PC and PS2 compatible machines within the Microsoft ‘Windows’ environment. Flashes are dis- 
played within seconds of their occurrence in a window displaying an outline map of the British Isles and the north west 
coast of Continental Europe. The program is menu driven and includes facilities for pan and zoom of the display and 
sizing of the window. Various overlays are available displaying the 400 kV, 275 kV and 132 kV networks, power sta- 
tions and sub-stations. User defined overlays are easy to produce and can be included in the display. 

The strike position indicators are colour coded, representing the time of the strike. Data on any specific strike can be 
extracted by positioning cross hairs over the strike using the mouse. Clicking the mouse button opens a window which 
shows the details of the strike including the latitude, longitude and Ordinance Survey National Grid Eastings and 
Northings of the strike position; the uncertainty of the fix, the current of the strike, the date and time to the nearest 
hundredth of a second. In addition for restrikes a multiplicity counter is included. Hard copy of both the screen display 
and details of strikes within a given time period can be produced by a Microsoft ‘Windows’ supported printer. 
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Historical data can be replayed in a similar windowed display on the same machine without stopping the collection 
and display of live data. 

Effects of the reduction in Threshold The analogue circuitry of the df stations have a dynamic range limited by external 
noise of 80 dB (power) from a reference of 22.5 nT magnetic flux density. The original working range was chosen to 
be 36 dB. This was chosen to limit the number of strikes detected at distances of above 1000 km, and also because of 
limitations in the resolution of the A/D converters. From work by Erskin 141, using the far field approximation for the 
ELF magnetic field due to lightning current given by Watt [51 and Uman [61 the minimum current against distance for 
a strike to be detected is shown in curve A figure 2. Using the flash current population from 1988 data [4] this gave a 
detection efficiency at 400 km of 99.5% (93% at 1000 km). The detection efficiency at 400 km using flash current pop 
ulation data measured by Ekrger et al. [71 was 99.5% for negative first strokes, 82% for negative following strokes and 
95% for positive strokes. Using data of Popolansky [81 gave a detection efficiency of 94%. 

However, there still remained incidents on the distribution network which were caused by strikes which were detected 
by one station only. The threshold was therefore reduced to 190 pT giving a dynamic range of 42 dB. This gives a 
minimum current for detection as shown in curve B figure 2. The detection efficiency is now 99.9% at 400 km and 
99.5% at 1000 km (from [4]); greater than 99.9% for negative lirst strokes, 97% for negative following strokes, and 
greater than 95% for positive strokes all at 400km (from 171); and approximately 98% for all strokes at 400km (from 
181). The coverage of the system for currents of 5kA and above is shown in figure 1. 
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Figure 2. Effective range of DF stations as a function of strike current 

Because the collection efficiency of the ERDC system is a function of distance from a station, the area over which 
strikes are detected is greater for strong strikes than for weak strikes. This effect is not allowed for in [4], and therefore 
the distribution may be weighted to larger currents. It is intended to analyse 1989 and 1990 data to determine the degree 
of weight resulting from this effect. 

The greater sensitivity led to a much greater number of strikes in southern and central Europe being detected. Unfor- 
tunately the digitising errors from the weak signals caused large errors in the location of these strikes. The increase in 
number of stations meant it was possible for a strike to lie close to the baselines between three stations, a situation 
which was not possible with the three station system. There was also an indication that the approximation that the sig- 
nal travels along a great circle was not sufficiently good for accurate location of strikes at distances in excess of 2000 
km. The rules were therefore adjusted to prevent strikes occurring for example in northern Spain being incorrectly lo- 
cated in Brittany. The correct trapping of these strikes has been c o n h e d  by correlation with data from the Meteoro- 
logical Office. 
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IMPROVED METHOD OF LOCATION 

The original location method used plane geometry with corrections for the difference between true and grid north at 
the stations. The root mean square of the perpendicular distance of the location from the bearings was miniiised. This 
is unsatisfactory when the variation in the distances from the strike to the stations is not small compared with the dis- 
tances, and when the distance is greater than 300 h. From 1988 the locations were determined in spherical mrdi-  
nates using the eigenvector method of Wangsness [91. This is essentially the same as the method d e s c r i l  by Orville 
[lo]. The point which is least far from all the bearings in a least squares sense, is found by calculating the smallest 
eigenvalue h of the equation 

where I is the unit ma&, x is a unit vector from the origin in the direction of the strike, A' is the transpose of A, and 
A is the matrix of the unit normals to the bearing planes. All vectm are expressed in a spherical coordinate system 
with the origin at the centre of the earth. In 1990, following the increase in speed of the system, the method was im- 
proved by determining the distance to the strike from each station and repeating the calculation with the elements of 
A divided by the corresponding distance to give the optimum location of the strike. This is a first order approximation 
to minimizing the sum of the squares of the difference between the measured and optimum location azimuths. 

(A'sA-hl )  * X  = 0 

The increase in number of stations produces redundancy in data for producing the fix and error assessment. Were all 
measurements to be made with equal accuracy then an increase in stations would naturally lead to an increase in accu- 
racy. However, increased distance from a strike reduces signal strength and increases digitising errors, and also a given 
bearing error results in a linear error which increases with distance. These effects combine to make measurements at 
stations close to a strike more reliable then those further away. The latter effect is norrnalised by dividing the elements 
of A by the corresponding distance to the strike as described above. 

ASSESSMENT AND REDUCTION OF SITE ERRORS 

A brief review of the subject of site error estimation has been given by Passi & Lopez 191. They divide the approaches 
to the problem into parametric and non-parametric methods. In the former method a two cycle sinusoid is fitted to the 
differences for each strike between the measured and optimum location azimuths. This is performed for each df sta- 
tion independently. In the latter method no functional form of the error is assumed and the mean value of is calcu- 
lated for angular sectors independently for each df. station. Both of these approaches are amenable to feedback in the 
sense that the corrections found can be applied to the data set in order to produce better optimum locations, and the 
error assessment repeated. However, as pointed out in 191, errors determined by either of these methods are not the 
actual site errors of df stations, since they are determined from optimum positions which were biased by site errors. It 
is by no means certain that the solution will converge, indeed we have found that it is possible using this method to 
produce a small decrease in mean error radius, but at the cost of moving the locations to positions which are known to 
be in error. Passi and Lopez assumed that the e m  in the bearings were induced by scattering objects near to a df 
station and that therefore the site errors could be represented by a harmonic series based on two cycle sinusoids. They 
showed that with this approximation it was possible to dewuple the site error estimation from the localisation optimi- 
sation. They applied the method to a system with gross errors (up to 20 degrees) and showed convergence was possible 
using a function with two harmonics. 

The dimensions of scattering objects must be a significant fraction of the wavelength of the radiation being scattered. 
The wavelength utilised by the ERDC system is 280 km. Hence the size of scattering objects is large and may be po- 
sitioned at large distances from the d.f. station. There is no certainty that a back-scattered wave will have sufficient 
amplitude to interfere with the incoming wave at a station. It therefore cannot be assumed that the site error can be 
represented by harmonics of two cycle sinusoids unless very high harmonics are used. 

SIMULTANEOUS OPTIMISATION OF FLASH LOCATION AND SITE ERROR ESTIMATION 

The principles of the method used were derived by Waddington [lo]. The true errors p . of the jth station cause apparent 
errors io be measured at the ith station. Thus all stations can appear in error when'in fact only one is, as is 

83-5 



Calculated position of strike 

Exact position of strike 

Figure 3. Definition a true e m r  in one 

shown in figure 3 for a three station system. It is this effect that can result in the calculation of incorrect corrections 
when not opthising the location simultaneously with calculation of site mors. It is clear from figure 3 that it is not 
possible to calculate the true errocs from the apparent errors for one strike, although the reverse problem can be solved. 
However, it is possible to produce an estimate to the true errors if sufficient strikes are distributed over a large area. 
For an N station system the apparent errors of station i are related to the true errors pj of station j by the equation: 

This is the first term in a Taylor expansion. It is assumed that the apparent errors are a continuous function of the true 
errors and that both are small. The elements of the jacobian are calculated by deliberately introducing small errors to 
each of the measured bearings in turn and re-calculating the optimum location of the strike. The elements of the jaw- 
bian are multiplied by a weighting factor w which is related to the mean, over all reporting stations, of the probable 
instrumental error in the measurement of the bearings. This quantity is dependent on the strength of the wave at the 
stations. If a station has not reported then the weighting factor for that station is zero. Hence the method can be applied 
to strikes with reports from a variable number of stations, as long as there are three or more. In addition, strikes of 
varying strengths and hence accuracies can be used, without weak inaccurate strikes having a disproportionate influ- 
ence on the calculated corrections. 

There will be an equation of this type for every strike, giving n estimates to the jacobian for n strikes, and producing 
an overdetermined system of M = nN linear equations for a N station system. The M equations cannot be satisfied ex- 
actly, but the residual angular error over all strikes can be minimised in a least squares sense. That is, minimise: 

It can be shown ill] that the minimum value of R is given by the solutions pjof the following equation: 

[ ;:: J21 J22 **.JM1 ...JM~ * [ ~:~ = i::: ::::I ’ [ :: 2 : : : ~~ ]  ’ [ ”:] 
. . . JIN . . .JZN . . . JMN . . .E. . . .JIN . . . JZN . . . JMN . . . JMl . . .JM2 . . .JMN . . .pH 

It will be appreciated that no single optimised location has been used in determining the errors. Rather the effect of 
variation of a single station bearing on the error in the bearings from all other reporting stations, for each station, for 
each strike has been used in order to produce a global minimisation of errors over all strikes simultaneously. Once an 
estimate to the error has been found then the bearings can be corrected and the method repeated for a more refined 
estimate. 
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EVALUATION OF THE MJ3THOD 

Since it is difficult to obtain a statistically signiscant sample of ground truths with which to compare the validity of 
calculated corrections it is necessary to have great confidence both in the method used to lind the corrections and in 
the data sample used. Hence the method was tested on the 1989 data set in the following manner. Firstly optimised 
locations were calculated from the raw data set. The bearings from the stations to these locations were then calculated 
to produce a new data set which gave negligible location errors. Errors were then added to these bearings. These took 
the form of a constant and a part wbich was random within a range determined by the instrumental error for the strength 
at a station for a given strike. The introduced errors were therefore very similar to those which would be expected in 
the original raw data, but in this case they were known. The constant part of the error was taken to be a fraction of a 
degree for all but one station, which was set at 4.5 degrees. This large figure was included to assess the ability of the 
method to find small errors on one station in the presence of gross errors from another. 'Ihe results of the analysis are 
shown in the table below. It can be seen that the method was able to extract the errors within 0.03 degrees. 

Station Thetford Churton Melbury HiXWood 
Constant part of fake error 0.44 0.1 -0.3 4.5 
Extracted error 0.417 0.069 -0.323 4.427 
Standard deviation 0.039 0.059 0.034 0.041 

RESULTS OF ERROR ANALYSIS OF 1989 DATA 

The angular differences, before corrections were applied, between the bearing from a station to the optimised location 
of a strike and the measured bearing at the station eiwere collected in 2.5 degree bins for each of the four stations which 
were operating in 1989. The variations with bearing of the mean of the apparent erras are shown in figure 4. The error 
bars show one standard deviation from the mean. The standard deviation over all angles is quoted in each graph. 
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Figure 4. Variation of the apparent error in the bearing of a strike from each station as a function of the bearing. 
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It is apparent that a good fit to a two cycle sinusoid would be made by the data from Churton. Thetford, Melbury and 
Harwood also show features with a two cycle form. It will be noticed that the data for Harwood between 5 and 30 de- 
grees is not as good as for the rest of the range, or for the other stations. This is most likely due to the geometry of the 
network of stations. The analysis requires a fix of a least three stations. One would expect a lower number of multi- 
station reports from this region, as it lies furthest from the Churton, Thetford and Melbury stations. However, them 
may be some meteorological reason for the lack of data in this region. 

EVALUATION OF THE DEPENDENCE OF RESIDUALS ON BEARING 

The bearing dependence of the mean residual in 2.5 degree bins after global CortectiOn for each station is shown in 
figure 5. The standard deviation over all angles is again quoted in each graph. The influence on location errors of cor- 
recting for the bearing dependent residual was investigated. This has not been subjected to the same critical test as de- 
scribed for the global error and therefore confidence in the results is not as p a t .  Conecting for bearing dependent 
error and re-calculating the global emx had only a small effect on the global correction of each station, as can be 
seen from the table below. Henee bearing dependent errors are a second order effect. The standard deviation over all 
angles was reduced by a similar amount upon correcting for the bearing dependent error, for all stations excepting 
Churton which was reduced to 0.54 degrees. 

Station Thetford 
Global Correction before 0.95 
Bearing dependent correction 
Global Correction after 0.92 
Bearing dependent correction 

rn.tfsPd stmtm 

2 r  a 1 GlobalSD0.38 
8 1  

: 

Churton Melbury HWood 
0.60 -0.31 0.67 

0.62 -0.33 0.67 

huFtDn ST.tion 

.. Global SD 0.59 

H.cwo0 Station 

z r  1 1 GlobalSD0.35 

8 1  

Figure 5. Variation with bearing of the apparent station error after global corrections applied 
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The effect on the accuracy of the location 6xes resulting from the application of these corrections was marked. The 
mean rms linear error was calculated over all strikes in l O O k m  square amp. In the centre. of the network (at a distance 
of 200h from the stations) the mean tms linear errors decxeased to less than lkm. 

It is apparent that, following the global corrections, only the bearing dependent corrections for Churton station are dou- 
ble sinusoid in form. The most striking reduction in errors is shown by Hatwood. The errors have changed from having 
a strong apparent bearing dependency, albeit with large scatter, to having small scatter and negligible bearing depen- 
dency. Melbury's errors show the same small scale dependence on bearing, with the large scale trend to greater nega- 
tive mors between 120 degrees and 360 degrees removed by the global correction. An analysis of a three station 
system similar to that shown in figure 3 has been made. Churton and Hatwood stations were assumed to be without 
errors. Bearings from each of the stations to 10000 strikes evenly spaced in latitude and longitude were calculated. The 
extracted twist error was then subtracted from the bearingsfrom Thetford. The effective errors introduced on Harwood 
station by this twist error were calculated and are shown in figure 6.  These should be compared with the graph for Har- 
wood station in figure 4. The similarity in the functional dependence of the residual error on bearing is striking in view 
of the simplicity of the model. It is likely that the changes in the Melbury and H a r w d  errors are mainly due to the 
correction of the large twist error which was found in the Thetford station, and that Churton Station does display a real 
bearing dependent error. It is also evident that great care should be taken in applying beating dependent corrections 
which have been extracted from the apparent errors of a station without first extracting the global twist errors in the 
manner described in this paper. 

It is interesting that the shortcomings of the Harwood site have not had the expected effect on the errors of the station. 
It is probable that, were a good sample of data to have been collected between bearings of 5 and 30 degrees, Harwood 
would display lower errors than the other stations. Churton is sited on level ground in agricultural pasture that extends 
more than lOkm in every direction. However it displays the greatest bearing dependent residual after correction for 
twist error on all the stations. This unlikely result is probably due to the long wavelength used by the system. Local 
potential scattering centres are of less importance than features with dimensions that are a significant fraction of a 
wavelength in size. 

E r r o r  on HaPwOOd s t a t i o n  produced by model 
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Bearino (deorees) 
Figure 6. Apparent errors introduced on Harwood station by a twist error in Thetford station. Only Hatwood, Thetford 
and Churton stations contributing to the analysis of 10000 simulated strikes. 

IMPROVEMENTS IN PROGRESS 

Although great improvements have been made in the accuracy of the system through analysis of historical data there 
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remains a random residual which is of the order of the mean digitising error taken over all strengths of signal. Although 
the resolution is 0.05 degrees for the strongest signals, it decreases as the signal strength is reduced, as a consequence 
of the method of analogue to digital conversion of the signal. Examination of the rms residual as a function of signal 
strength indicates that 12 bit resolution over the entire range would reduce the rms random residual by a further factor 
of two. A replacement A/D converter circuit which is designed to give better than 12 bit resolution over a full dynamic 
range of 60 dE3 (power) is psently W i g  fitted to the stations. 

The present system uses a central clock for timing and is therefore dependent upon the propagation time for data along 
a private c h i t  to remain constant, hence repeat request error correction is not possible. The system is therefore very 
sensitive to the quality of the data circuit. Modification of the stations to include local clocks to remove this dependen- 
cy is also underway. This will ultimately make the aged DEC computers redundant, and will allow more flexibility in 
choice of communication medium and position of future stations. 

CONCLUSIONS 

The development of the system from a three station system of limited coverage to a five station system with increased 
coverage, reliability and accuracy has been described. Particular attention has been paid to the analysis of station er- 
rors. A method of calculating the global twist errors of all stations simultaneously with optimising strike locations for 
all the strikes recorded by the stations, and hence extracting the true bearing dependent errors has been described 

The results of applying this method to four station data for 1989 have been presented. Application of the bearing cor- 
rections has significantly improved the accuracy of the system. Average location errors of better than lkm can be 
acheived at a distance of 200km from the stations. It is anticipated that further significant improvements in the accuracy 
of the system will result from the replacement of the existing A/D converters. 

It is apparent that a degree of caution is needed when applying bearing dependent corrections which have been extract- 
ed from the apparent errors of a station without first extracting the global twist errors in the manner described in this 
paper. 
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ABSTRACT 

According to Orville, briefly introduced the basic 
principle of eigent technique for Obtaining the optimum 
source location using multiple direction finders on a 
spherical surface. This technique taking the distance of 
source-DFs as a constant should be improved. Pointed out 
that using a weight factor of signal strength is not a 
idealest method because of the inexact inverse signal 
strength-distance relation and the inaccurate signal 
amplitude. Presented an iterative calculation method 
using distance from source to DF as a weight factor. 
This method has higher accuracy and needs only a little 
more calculation time. Showed some computer simulations 
for a 4DFs system so as to show the improvement of 
location by using the iterative method. 

1.INTRODUCTION 

Lightning direction-finding networks [l] have been 
widely used for the purpose of determining cloud-ground 
lightning locations. For obtaining the optimum source 
location we have to resolve the problem of doing 
optimum calculation under presence of site errors and 
random errors. 

Site errors as high as getting to even 15' are 
systematic errors [2.3] . These errors have been 
discussed 1 4 .  5Jand some methods have been presented to 
identify and remove them. The remained problem is 
simplified to do the optimization location only under 
the presence of random errors. It has also been solved 
satisfactorily C6.71. Especially Orville[6] presented an 
analytical solution in spherical coordinates for the 
source on the earth's surface. The analytical solution 
was obtained by reducing the question to an eigenvalue 
problem. This method is also called symmetric 
minimization. It needs only very short time for getting 
the optimum position using all DF's data. Therefore the 
eigen technique is very suitable for real time operation. 



For mathematical tractability Orville suggested all 
the distances between source and DFs are the same. This 
approximation will bring some errors into results. For 
improving the optimization accuracy, he introduced a 
method that used a signal strength, which varies 
inversely with the range from a DF to the flash, to weight 
the related elements. But it is not a best method because 
of the unregular properties of signal strength. We will 
present a simple iterative method based on Orville's 
eigen technique. We will also introduce some 
simulation examples for comparation. 

2.SYMMETRIC MINIMIZATION 

We assume there are no site errors in observations. In 
Fig. l,a hypothetical ground flash occurs at point P ( s . n )  

where g and n are latitude and longi-tude of the 
flash location respectively. A direction finder DFi at 
(Sir%,.) detects the point lightning flash at an angle 
from the true azimuth, at a distance of 5 ;  to the flash. 
The great-circle distance from the flash to the bearing 
line of DFi is hi. We know 

Sin = Sin hj/Sin8$ (1) 

For getting the optimum flash location we need to minimize 

where n is the total number of DFs. For mathematical 
tractability Orville proposed to minimize zsin'h; 
instead of- Sinz+ and- presented an eigen technique, 
which is quite elegant and fast. But the approximation 
that let i=constant will bring some errors to the 
results.Although it is pointed out that the signal 
strength its 
improvement is still limited because of the inexact 
inverse relation between and signal strength or the bigger 
measuring error of signal strength (up to 20%). 

reported by DF can used as a weight factor, 

3.ITERATIVE METHOD 

First based on Orville's eigen method [6] , let 
4=constant, we can get 
( E,  A )  .Then using the relation 

the first location approximation 

Cos8i=SinGi*Sin~+Cos~i*Cos6*Cos ( O. - +%i) ( 3 )  
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we can get the approximate si. Put the new si into 
(2) to find the minimum value 

Here Sin i is a known value, Let a weight factor 

wi=l/sin Si ( 6 )  

we can obtain following new eigents: 

* x, = 

.A 
X, = 

( 7 )  

(9) 

The difference between eigents above and those of 
Orville's is that each term above is weighted by factor 

The following formulas should be same as Orville's: 

w; . 

4 f \  -z 
V3 A, = rV' 
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Using the same calculation procedure we will obtain the 
iterated results, each is the new optimum probable 
location (a ,a ) .  Of course we can do the iterative 
procedure several times so as to reach higher accuracy, 
but we have also found it is perfectly enough for general 
location to do iterative only once. 

4,RESULTS COMPARATION 

For understanding the improvement of using iterative 
calculation, we have done some computer simulation. 

here is a 4DFs network on the earth's spherical 
surface roughly in a square geometric figure with the 
center at latitude 39 N and longitude 115 E. The 
baseline of adjacent DF is about 9OKM and the discussed 
area is about 200*200KM. For any arbitrary point in 
this area, we know its exact direction related to every 
DF. Add 300 random errors to the ideal directions in an 
angle range of 1 . Using two algorithms: unweighted 
symmetric minimization and iterative method respectively, 
we can get two sets of 300 new simulated lightning 
locations(to do iterative once) and further the distances 
between them and the ideal point. Take average of two sets 
distances we will obtain the statistics location error 
related to two methods. Repeat this simulation at 
different point(400 points) in whole area and compare 
their location errors, the improvement of iterative 
calculation will be clearly showed on Fig. 2-Fig. 4 .  
Generally saying, iterative method will decrease the 
location error by 20% and extend the equal precision area 
much more. 

For discussing the necessary iterative times we have 
tested iteration four times and compared the distance 
from center to the calculation points. Table I shows some 
examples of ten points and from the results we can 
conclude that once iteration is enough for acceptible 
accuracy. 

5. DISCUSSION 

An iterative method for getting optimum lightning 
location has been presented. This method is an 
improvement on Orville's eigent method. It needs only the 
first distance opproximation of flash to DF as a weight 
factor to repeat the eigent technique once more. So it 
spends only a little more time during the real time 
calculation,but gets more accurate location result. 
This technique has been used in a lightning location 

network around Beijing and we are satisfied with it. 
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Table I. Comparison of  t h e  source-cent re  d i s t a n c e  by using 
d i f f e r e n t  c a l c u l a t i o n  methods. 

r I 
Source 

Number 

1 

2 

3 

4 

5 

6 

7 
__I____ 

True  

127 . 49 

99 78 

124.77 

78.61 

0.60 

77.48 

128 55 

1 8  I 99.79 

125.02 l 9  

C a l c u l a t i o n  M 

Symme- 
t r i c  

ist  

128 0 27 127 50 

100 . 11 99 . 78 

124.67 124.77 

78.61 

0.59 I 0.59 

76.99 I 77.48 

1CO.11 I 99.79 

thod 

I n t  erative 

2ed I 3rd 

I I 

0.60 I 0.60 I 0.60 
I n 
I I 

99.79 I 99.79 I 99.79 
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ABSTRACT 

Simultaneous observations of both the precipitation and the lightning 
associated with thunderstorms show that the lightning is within 3km of the 
maximum precipitation echo. The intensity and type of the precipitation is 
observed with 500m spatial accuracy using an S-band polarisation radar and 
the position of lighting is inferred from a low frequency magnetic direction 
finding iocation system. Empirical adjustments t o  the angles using the 
redundancy of the lightning data reduce Radar echoes above 45dBZ 
may be caused by soft hail or hailstones, but similarly intense echoes may 
result from melting snow. Our data show that a new polarisation radar 
parmeter, the linear depolarisation ratio, can distinguish between soft hail 
and melting snow, and that the intense radar echoes associated with melting 
snow pose no threat of lightning. A lightning risk only exists when the 
raclar indicates that the clouds contain scft h i1  er hzilstones. 

this error. 

1. INTRODUCTION 

In this paper we examine the accuracy of a lightning location system by 
comparison with radar data, and examine how a new polarisation radar 
parameter can identify those clouds which contain soft hail or hailstones and 
pose a risk of lightning before natural lightning has occurred. In Section 2 
we describe the Chilbolton polarisation radar. A brief description of the 
lightning location system is provided in Secticn 3 .  The lightning location 
system o2erates 24 hours a day, and aims to record every flash to ground over 
Engjand, but the radar is a research instrument which can scan only slowly 
and is not sperated continuously. In Section 4 we present the results from 
case, studies on different days and discuss the results in Section 5. 

2. CHILBOLTON RADAR 

The Chilbolton radar (1) situated irl Hampshire, operates at S-band (10cm) 
and, with a 25m dish, has a beamwidth of only a quarter of a degree. The 
consentional radar reflectivity, Z, is proportional to ND", where N is the 
concentration of particles of diameter D, s - m e d  m e r  a l l  sizes. Z is 
usually axpressed in units of dB relative to the signal from a lmm raindrop 
pp_r cubic meter. The reflectivity of a raindrop is 7dB higher than the 
equivalent mass of ice, but from Z alone it is not possible to distinguish 
rain from ice, Neither can Z be used to differentiate between the various 
forms of frozen hydrometeors [snow, soft h a i l ,  hailstones etc). 
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The linear depolarisaticn ratio, LDE, is a new parameter xbich is a measure 
of the fall mode of the precipitation particles. It appears to be an 
gxcellent indicator of wet ice and can identify regions of cloud containing 
soft hail. 5DR is defined as: 

where ZWf is the (horizontal) cross-polar return from a vertically polarised 
transmitted pulse, and ZH is the coaventional reflectivity (the co-polar, 
horizontal, return for horizontally polarised transmission). 

LDR = 10 log(ZVH/ZH) (1) 

A cross-polar return occurs only when oblate hydrometeors fall with their 
major or minor axis at an angle to the vertical. The highest values of LDR 
are found at the melting level and are associated with particles which are 
wet, oblate and tumbling (2). Simultaneous in-situ aircraft measurements of 
particle shapes and LDR measurements have confirmed ( 3 )  two distinct regimes 
for LDR: 

i) An LDR of about -15dB indicates melting snowflakes (low density 
aggregates of crystals with a mean axial ratio of about 0.5). 
ii) LDR values of about -24dB are associated with melting soft hail, which 
is much more spherical than melting snow. 

Radar data taken when the aircraft was struck by lightning as it penetrated 
a cloud confirmed the above description ( 4 ) .  The lightning occurred when the 
LDR indicated soft hail and not in the regions where the radar suggested the 
presence of snow. An LDR of -20dB seems a reasonable criterion t o  separate 
the two types of precipitation particles. 

3. THE ERDC LIGHTNING LOCATIOX SYSTEM 

The lightning location system operated by the Electricity Research and 
Development Centre is described in more detail by Scott (5) and Lees (6). It 
is a magnetic direction finding system operating at lkHz with a bandwidth of 
350Hz. Five stations are available with a typical separation of 300km, but 
for most of the data in this paper three stations were used, each being about 
200km from the radar. The error of the fix was estimated from the scatter of 
the three intersections of the three direction vectors. In 1988 the accuracy 
of the directions angles was limited by the precision of the coil alignments. 
In 1990 the redundancy of the data was used to make empirical adjustments to 
the direction angles so that the fixes were more consistent (6). These 
improved bearings are used for the locations reported in this paper. 

4. CASE STUDIES 

We shall consider data gathered on five different days. On 15 May 1988 a 
small isolated shower was observed for  three hours: during this time it gave 
24 flashes, the only ones detected over the UK on this day. On 10 May 90 e. 
rather larger sheared cloud gave four flashes. This contrasts with 11 June 
1996 where a much more intense echo gave no lightning, the radar indicating 
that the hig5 Z was caused by melting snow. Four flashes were observed on 24 
September, ofie frGm a very m a l l  isolated atcrm of low Z. Finally, on 15 
October 150 discharges were observed in 40 minutes: the discharges were 
asscciated with a high Z region containing soft hail, whereas no 1ightninG 
was observed from an intense echo 40km away which did not contain soft hail. 
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4.1 15 May 1988 
An isolated shower was observed for three hours during which time it 

steadily moved lOOkm in a westerly direction. There were -three periods of 
electrical activity: 1251-1309 (ten flashes); 1334-1356 (six flashes); and 
1551-1557 (eight flashes). All times are GMT. Figure 1 shows part of i% 

radar PPI (scan in azimuth at low and constant elevation) taken at 1309. The 
scales indicate North-South and East-West distance from the radar and the 
superposed numbers are the minute of the flash, starting at 1253 and 
finishing at 1307. For simplicity three Z contours are shown; lOdBZ to 
outline the extent of the precipitation, 30dB, and 45dBZ. Using an empirical 
relationship of the form Z = 284R1-*', these 2 values are equivalent to a 
rain rate ( R )  of about 0.1, 2.5 and 25mm/hr respectively. Melting snow has a 
very high radar reflectivity ('the bright band'), in which case rain rates 
calculated from Z may be overestimated by up to a factor of six. 

The errors quoted for the lightning fixes in Figure 1 are about lkm; the 
actual locations of these flashes seem to be about 3km N of the very 
localised 45dBZ echo (extent only 2km by 2km). If we consider that the echo 
was probably 8km further west at 1253, then the locations are within 3km of 
the 30dBZ echo. The PPI at 1251 confirms this. A similar proximity to the 
echo maximum is apparent for the 1334-1356 period. 

Figure 2 is a radar scan at 1556 during the third period of lightning 
which lasted from 1551-1557. The 45dBZ echo is still 15km N of Chilbolton, 
but in the two hours since Figure 1 has moved lOOkm to be between 20 and 25km 
west of Chilbolton. During the period of the lightning it would have moved 
westwards by less than 3km. The computed errors for these eight flashes are 
typically 2km, and the Figure shows that the fixes are within 3km of the 
45dBZ maximum echo. The two flashes which are rather further distant (1556) 
have a quoted error of 2.8km. These results indicate that the accuracy of 
these lightning fixes is approaching 3km. 

Implicit in the above argument is the assumption that the lightning strike 
t o  ground must be coincident with the regions of highest reflectivity. It is 
known, for example, that lightning can occur from anvils, and there is some 
evidence that lightning rates are lower in regions of the very highest 
reflectivity which probably contain iarge hail. Figure 3 displays an RHI 
(vertical section) of Z and LDR through maximum echo in Figure 2. It is 
typical for the data on this day. There is no anvil, and the LDR at the 
melting layer (2km altitude) is about -24dB. This indicates that the clouds 
contained soft hail, but not large hail which would have taken a longer time 
to melt and given these values of LDR all the way to the ground. Note that 
the cross-polar power is less that the co-polar, and so when 2 is low the 
cross-polar power falls below the radar sensitivity and is not plotted in the 
Figure. The value of LDR in the rain and the dry ice in Figure 3 is -32dB 
(the antenna limit). The low altitude echo from 10 to 20km range is ground 
clutter. 

4.2 10 May 1990 
Four flashes were observed with coincident radar data. On this day the 

clouds wer& sheared with anvils and LDR indicated regions of both snow and 
soft hail. The best coincident data is shown in the RHI in Figure 4 taken at 
1220.41 and an azimuth of 223"- The lightning at 1221.24 was located at an 
azimuth of 222.30 and a range af 34.lkm (error 300m). Although the maximuin 
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RHI SCAN O N  15/05/88 A T  155250 UT 
TAPE 8136 RASTER 58 SCAN 3 A 2  310.00deg 
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Figure 3 .  An RHI of the reflectivity, Z, and the linear depolarisation 
ratio, LDR, taken through the cloud in Figure 2. LDR of -24dB at the melting 
level indicates melting soft hail. The low level echo from 10 to 20km is 
ground clutter. 

RHI SCAN ON 18/05/98 HT 122041 UT 
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Figure 4 .  An RHI in 2 and LDR obtained on 10 May 1990. The position of the 
lighting is shown by an arrow; there are indications that this was a positive 
discharge LDR indicates the presence of graupel at ranges 36 to 41km range. 
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echo i6 at 33km range, at 34km riinge there is an ar,vil type echo zt 4km 
height with a 2 above 30dBZ. The lightning fix waveforms indicate that this 
discharge had positive polarity. 

The LDR data in Figure 4 provide additional information. Note the melting 
layer at lkm altitude signifies graupel from 36km to 41km range but snow at 
greater ranges. Other RHIs show that the bright band values due to melting 
sndk exceeded 45dBZ. The sloping region of LDR -32dB (the antenna limit) at 
altitudes from 1 to 4km is due to dry graupel; because the Z value is so high 
the cross-galdr return is still detectable even though it is 32dB down. 

4,.3 I1 June, 1990 
The PPI shown in Figure 5 shows a mucp larger region of high Z than on any 

of the cases discu5sed so far, yet on this day the closest lightning was 
lOOkm due south of the radar, about 140km distant from the echo in the 
Figure. The echo in Figure "5 appears to be that of a vigorous shower, Z 
exceeds 30dBZ over an area about 20km by 20km, with a central region 10km by 
3km where Z is above 45dBZ; 40km away from the central region the echo is 
below the 1OdBZ limit. However the LDR data in Figure 6 reveal that the LDR 
values are above -20dB and that the precipitation is thus in the form of low 
density half melted snowflakes. An RHI through this cloud confirms the 
existence of a distinct bright band. Actual rain rates at the ground are 
much lower than these values of Z would suggest. 

It is often thought that stratiform rain is uniform, and that the bright 
bands can be recognised as concentric rings of enhanced reflectivity whose 
range depends on the elevation of the PPI. Such rings are occasionally 
visible in very light widespread rain, but this is unusual, rainfall fields 
are usually valry variable It is our experience in the UK that most 
areas with 2 above 45dBZ are in fact melting snow. 

in space. 

4.4, a4 S e p X e r  ,, 1990 
Four coincident radar and lightning fixes were achieved on this day. On 

the first two occasians the fixes occurred where the echo structure was ill 
defined with no definite localdsed maximum and for the third flash the radar 
and lightning data were separated by eight minutes. The location of the 
fourth flash is shown in Figure 7; it is an isolated echo contains only a 
few range gates where 2 exceeds 30dBZ. During its lifetime this cell 
proeuced only one flash: it occurred one minute after the radar scan with a 
quoted error of 1.6km and was within lkm of the maximum echo. This cell was 
never verq intense, but 10 minutes earlier the 30dBZ echo had an area of 
about lkin . The LDR data showed that this small echo contained soft hail. 

- 4.5 15 Dcto3er. 1990 
Over 150 coincident lighting locations and fixes were achieved on this day 

witkin the space of just 40 minutes. An example is given in Figure 8 which 
Uisplays the nine fixes within one period of 700msec. LDR shows that the high 
Z is due to soft hail, It appears that this was a complex flash with strokes 
t o  ground st different pcrsitions. It I s  encouiqing t o  note hwd seT~ixi  ~f the 
ffyes are centred on a 2 region above 45dBZ and fall within the 30dBZ 
cofitour, This day was of particular interest because the lightning producing 
echo was embeUded in a large area of high Z as shown in Figure 9 which 
displays the 2 and LbR data and superimposed lighting data over a 50' PPI 
$eetor to a rango of 150km. The lightning is associated with the high Z 
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regions at ranges af 90 to 140km which ccntain soft hail, but there is nc 
lightning in the high Z region at about 60km range where there is melting 
snow. 

5. DISCUSSIONS AND CONCLUSIONS 

The exact mechanism by which thunderstorms become electrified is still a 
matter of some debate (7). The findings presented here demonstrate that the 
lightning is associated with the presence of soft hail and lend support to 
the theory that charge separation occurs when ice crystals collide with and 
separate from small hail pellets. The absolute value of reflectivity is not 
crucial, occasional lighting being observed with maximum values below 45dBZ, 
whereas much more intense and extensive echoes which are not associated with 
hail pellets produce no lightning at all. 

The presence of s o f t  hail as revealed by the LDR radar signature appears t o  
be a necessary condition for lightning, but small showers with soft hail are 
observed which fail to give lightning. However, we can assume that some 
charge separation is occurring in such clouds, and though the field is not 
sufficient for  natural lightning, the presence of an aircraft may be 
sufficient to enhance the field to trigger a discharge. In the UK a much 
more common occurrence is to have more intense echoes but no soft hail 
present, and on these occasions there would not appear to be any risk of 
triggered lightning. 

Comparisons of the lighting fixes with the coincident reflectivity patterns 
suggest that a vsry high accuracy is being achieved. For such comparison the 
ideal echoes should be of very limited spatial extent, moving slowly and with 
no shear. In such circumstances the data are unambiguous and it appears 
that, although the locating stations are 200km distant, the locations are 
correct to better than 3km. Agreement of lkm has been observed from data 
taken under these circumstances in 1990. 
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THE SPATIAL VARIATIONS OF LIGHTNING DURING 
SMALL FLORIDA THUNDERSTORMS 

Timothy D. Oram and E. Philip Krider 
Institute of Atmospheric Physics 

University of Arizona 
Tucson, Arizona 85721 

ABSTRACT 

Networks of field mills (FMs) and lightning direction finders (LDFs) have been used to locate lightning over the 
NASA Kennedy Space Center (KSC) on three storm days. Over 90 percent of all cloud-to-ground (CG) flashes 
that were detected by the LDFs in the study area were also detected by the FM network. 27 percent of the FM 
lightning events were correlated with CG flashes detected by the LDFs. About 17 percent of the FM CG events 
could be fitted to either a monopole or a dipole charge model. These projected FM charge locations are com- 
pared to LDF locations, i.e. the ground strike points. We find that 95% of the LDF points are within 12 km 
of the FM charge, 75% are within 8 km, and 50% are within 4 km. For a storm on July 22, 1988, there was 
a systematic 5.6 km shift between the FM charge centers and the LDF strike points that might have been caused 
by the meteorological structure of the storm. 

INTRODUCTION 

The forecasting and detection of atmospheric electrical hazards at the USAF Eastern Space and Missile Center 
(ESMC) and the NASA Kennedy Space Center (KSC) are critical for safe launch and ground operations. 
Following the Apollo 12 incident in which the Saturn V rocket was struck twice by lightning, the USAF and 
NASA installed a network of field mills to measure cloud electric fields near the launch complexes. The field 
mill network can also be used to detect and locate lightning [l]. Also, a network of gated, wideband magnetic 
direction finders, manufactured by Lightning Location and Protection, Inc. (LLP), is used to locate CG lightning 
[2,3] in the ESMC-KSC area. These sensors respond to the magnetic fields produced by the return strokes in 
negative CG lightning, and they do not respond to cloud discharges. USAF and NASA launch criteria currently 
state that vehicles may not be launched if a 1 minute average of the absolute value of the cloud electric field 
exceeds 1000 Volts per meter within 5 nm (9.25 km) of the launch site within 15 minutes prior to launch. In 
addition, a launch cannot take place if lightning is detected within 10 nm (18.5 km) of the launch complex [4]. 

Several authors [5-81 have described methods of determining lightning charge locations using the field mill 
network. It is usually assumed that the spatial pattern of the abrupt field changes that are due to lightning can 
be described by either a monopole or dipole charge model. The monopole or point-charge model is thought to 
be the best description of CG lightning, while the dipole describes intra-cloud lightning [6] .  In our analyses, 
we have tried both models on each lightning event, and we have systematically varied the parameters of these 
models until we have an optimum description of the measured field changes. We measure "the goodness of fit" 
using a standard chi-square function, 

where Nf is the number of degrees of freedom (number of measurements minus the number of model 
parameters), Ei is the measured field change, Emi is the modeled field change, and ui is the random error 
expected in the measurement at site i. 

Several authors have tested the general accuracy of the FM locations by comparing them to visible lightning 
channels, television records or thunder measurements [5,9,10]. To the best of our knowledge, no one has yet 
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compared the FM locations of CG lightning to the LDF locations. Obviously, a study such as this might have 
important consequences for the evaluation of launch constraints and the methods that ire used to detect and locate 
lightning and to measure lightning distances. 

In the following, we will describe the sources of our data, the analysis procedures, and OUT attempts to estimate 
the errors in the locations. The effectiveness of the two detection systems will be discussed, and then we will 
give preliminary results on the spatial variations of the FM charge centers and the LDF ground strike points. 

DATA AND ANALYSIS PROCEDURES 

GROUND STRIKE LOCATIONS: The LDF network computes the locations of the ground strike points from 
the intersection of magnetic direction vectors. The sensors are located at the Melbourne Regional Airport 
(DF #1), located about 70 km south of the rocket triggered lightning site (see Figure l), the Orlando International 
Airport (DF a), about 70 km west, and DF #3, about 2 km south of the rocket triggered lightning site. The 
measured angles are subject to both random and systematic or "site" errors. The systematic errors can be 
estimated and corrected using a procedure discussed by Hiscox et al. [ll] and Lopez and Passi [12]. In order 
to estimate the true location, a site correction factor is applied to each LDF. The intersection of the corrected 
angles then gives the location of the ground strike point. When all three LDFs detect a flash, an "error triangle" 
may be formed from the intersections of three vectors. 

In order to verify that we have derived the proper site correction factors, we have examined the locations of 
rocket-triggered flashes that were produced in the KSC Rocket Triggered Lightning Program. The dates, times, 
location, and position differences for these events are summarized in Table I. Note that for LDFs 1 and 2, the 
measured angles are all within the 1 degree random error that we expect in an LDF, that the East-West ( X )  
components of the location errors are typically 0.5 km, and that the errors in the North-South (Y) components 
are less than 2.0 km. Rocket-triggered events almost always cause LDF 3 to over-range, so the location of these 
events are determined just by the intersections of LDFs 1 and 2. We expect that the rather large Y errors are 
caused by the large baseline distance from the RTL site to DF 2 (Orlando). 

TABLE I: ROCKET TRIGGERED LIGHTNING EVENTS 

A N G L E S  ERRORS (km) 

DATE TIME DF 1 DF 2 DF 3 AX AY 

IDEAL 352.2 64.4 355.2 0. 0. 
7/25/88 21: 1852 351.6 65.7 NA -0.4 -2.2 
8120188 21:38:25 351.9 64.6 (344) -0.2 -0.7 
8/20/88 2 1 : 5 1 :43 351.6 64.7 (0.4) -0.5 -1.0 
8/22/88 21:37:33 351.8 65.5 (233) -0.2 -1.9 
8/25/88 16:08: 19 352.6 65.4 (356) 0.7 -1.3 

ELECTRIC FIELD: The field mill sensors and sites have been described previously by Jacobson and Krider 
[SI. During 1988, the locations of the FM sites were as shown in Figure 1. (Note: The field mills are numbered 
from 1 to 34, but mills 3, 24 and 31 were not in service during 1988.) The electric field was digitized with 30 
V/m resolution over a dynamic range that went from -15 kV/m to 15 kV/m. The field values were recorded at 
about 5 samples per second together with the hour, minute and second of the observation. For those events 
where only four samples were taken in a 1 second period, the value of the fourth measurement in the second was 
used for the fifth so as to "pad" the data. 

The analysis procedure began by using an interactive program to identify the approximate time of each lightning 
discharge from simultaneous, abrupt changes in the electric field. An automatic slope projection algorithm was 
then used to determine the initial and final field values at each FM site and the change in the electric field was 
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calculated. A Marquardt algorithm was then used to find the model parameters that minimized the chi-square 
function. The values of the model parameters at the minimum are assumed to be the optimum location and 
magnitude of the lightning charge or the dipole moment. Previous authors have required that there be a min- 
imum field change value at a given number of FM sites before the flash was analyzed. Here, there was no 
analysis threshold except the practical limit of about 90 V/m. 

The algorithm began with an initial guess for the X and Y parameters that were assumed to be the same as the 
X and Y location of the field mill with the largest electric field change. A search was then conducted on a 3 
by 3 by 3 grid with dimensions 10 km by 10 km horizontal and 4 km vertical centered at an altitude of 8 km 
to improve the starting parameters. The starting charge was assumed to be 10 C for a monopole solution, and 
the starting vertical dipole moment was -50 C-km for a dipole solution. The Marquardt algorithm was run 27 
times using the grid starting parameters for each model type, and then the solution with the lowest root mean 
square error was chosen as the best solution. For those FM lightning events that coincided with an LDF 
location, the Marquardt algorithm was re-run using the LDF location in place of the reference field mill starting 
location. This new ensemble of 27 solutions was then compared to the previous best and then the fmal best was 
selected. A solution was rejected if the chi-square value was significant at less than the 80 percent level or if 
the uncertainties in the X, Y or Z parameters were greater than 1 km. 

In order to estimate the effect of random measurement errors on the model parameters, known charges were 
placed on a grid above the network and then the ideal field change was computed at each field mill site. A 
random error was then added to these field changes and the analysis algorithm run as described above. This 
procedure was repeated 100 times at each grid point, and then an average parameter error and standard deviation 
was calculated. We found that there were no significant systematic errors until the X location of the ideal charge 
was less than 0 km or greater than 35 lun (See Figure 1). Standard deviations of the X-Y position errors were 
less than 1.5 km over the entire study area and were less than 1 km over most of this area. 

CASE STUDIES 

JULY 21, 1988: This storm produced the most lightning in the study area. A line of thunderstorms associated 
with a sea-breeze convergence moved from the mainland of Florida into the study area around 18452 (1345L). 
Several areas of activity developed, but most of the lightning identified by the FM network occurred in two 
areas. The first was to the west of FM site 18 over the Indian River between 19002 and 19202. The second 
began near FM site 15 to the southeast of the Shuttle Landing Strip between 19202 and 19402. Altogether, the 
FM network detected 951 lightning events between 17002 and 19552 when the data ended. The LDF detected 
312 CG flashes in the study area in the same time interval. Of these 3 12 CG flashes, 279 (89 %) were coincident 
with FM events. Of the 38 which were not detected by the FM network, 18 were within 1 second of another 
LDF flash and hence were probably missed by the FM analysis algorithm. We were able to derive 34 satisfac- 
tory monopole fits to the FM events and 72 dipole fits. 30 of the monopole fits coincided with an LDF event. 
Figure 2 shows the X-Y location of all acceptable monopole and dipole fits for 7/21/88, and Figure 3 shows the 
locations of all LDF events. Figure 4 shows explicitly the horizontal separation between the locations provided 
by each system for the coincident lightning events. 

JULY 22, 1988: There were two main areas of convection on this day; the first occurred southwest of FM site 
10 between 18402 and 19002. Here, the FM events produced 7 dipole solutions while the LDFs located two 
CG strikes. The second cell developed northwest of FM site 1 between 19002 and 19302, and there were 
22 LDF events in this interval. There were 111 FM discharges between 18352 and 19402. All of the 24 LDF 
flashes in the study area were coincident with a FM event. Of the 24 CG flashes, 17 fit the monopole model. 
One CG flash was best fit by the dipole model, and the dipole moment of this flash was nearly horizontal. Fig- 
ure 5 shows a map of the locations of all acceptable monopole and dipole fits for 7/22/88. Figure 6 shows a 
map of the LDF events, and Figure 7 shows the horizontal separation for coincident events. 

AUGUST 9. 1988: Most activity on this day was west of FM site 7, and there were 61 FM flashes between 
18302 and 20152. There were 20 LDF flashes in this interval and 18 were coincident with a FM event. In the 

86-3 



cases where the FM network did not detect a LDF flash, both were within 0.5 seconds of another LDF flash. 
8 of the LDF flashes provided satisfactory FM solutions. 15 FM events fit the monopole model and 9 fit the 
dipole model. Figure 8 shows a plot of the locations of FM events on 8/9/88. Figure 9 shows all LDF flash 
locations and Figure 10 shows the horizontal separation between the coincident flashes. 

DISCUSSION 

The FM network was able to detect over 90 percent (321 of 356) of the CG flashes that were detected by the 
LDFs on all three days. When an LDF event was missed, 20 (of 35) occurred within 1 second of another LDF 
event. If we assume events that occur within 1 second of each other produce a single change in the electric field, 
95 percent of the CG events were detected by the FM network. This assumption is reasonable since the sampling 
rate of 5 samples per second may not be sufficient to resolve 2 lightning flashes within a one second period. 
Altogether, 28 percent of FM lightning events were coincident with a CG event detected by the LDFs. This is 
a reasonable fraction of CG lightning at KSC [13]. 

On the above three storm days, we were able to fit 56 FM solutions that were coincident with an LDF location; 
Le., about 17 percent of all the CG flashes. In addition, 17 percent of all FM events could be fitted satisfactorily 
within the limits imposed by our acceptance criteria. The percentage of satisfactory fits varied significantly on 
the different days: 11 percent on July 21, 31 percent on July 22, and 43 percent on August 9. 

Figure 11 shows a histogram of the differences in the horizontal distance between the projected charge center 
and the LDF ground strike points for these 56 flashes. Note that these differences include errors in both 
detections systems and that 95 %, of the values are within 12 km, 75% are within 8 km, and 50% within 4 km. 
These results are somewhat larger than the horizontal variations found by Jacobson and Krider [SI, where 95 % 
were within 8 km and 75 % were within 5 km. It is interesting to note that one of the differences in this study 
exceeded the 18 km (10 nm) launch criteria. 

The average X,Y and standard deviation (in parenthesis) of the coincident FM and LDF locations are shown in 
Table I1 for each storm day. For the July 21 storm, we are showing only the 19 flashes in the Banana River 
cell with X parameters between 0 and 10 km and Y parameters between 10 and 22 km. The 17 events north 
of FM site 1 are used for the July 22 storm, and all 8 events are used for August 9. 

TABLE 11: AVERAGE LOCATIONS FOR STORM DAYS 

DATE AVG X AVG Y AVG X AVG Y AX AY 

FMOun) F M W )  LDFOun) LDF(km) Oun) (km) 

712 1 8.4 17.1 7.8 19.6 0.6 -2.5 
(2.2) (2.4) (1.6) (3.3) 

7 122 15.5 36.8 9.9 38.9 5.6 -2.1 
(1.2) (1.1) (3.5) (2.1) 

8r9 6.0 31.8 6.1 33.4 -0.1 -1.6 
(0.6) (1.9) (2.0) (3.5) 

Note that the differences in the average X and Y coordinates are about what one would expect, given the errors 
in the measurements and the above standard deviations, except for a 5.6 km shift in the X position on 7/22/88 
(see Fig. 7). We have checked for possible systematic errors in both the LDF and FM locations in this storm 
region and have concluded that this shift is, in fact, real and not an artifact. Note also that the standard devia- 
tions in the FM locations are about 50 percent less than the standard deviations in the LDF locations in the small 
storms on July 22 and August 9. 
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CONCLUSIONS 

We estimate that the detection efficiency of the FM network is between 90 and 95 percent on lightning in the 
study area, assuming that the LDF network detects all negative CG flashes. The FM network detects many more 
lightning events than the LDF network because the FMs also detect intra-cloud lightning. Only 17 percent of 
the FM events could be modeled (monopole or dipole) using a fairly strict set of rejection criteria. This 
percentage varied on the three storm days and was significantly higher on days with low flashing rates. 
Therefore, the utility of the FM network would appear to be limited by modeling requirements rather than by 
its ability to detect a lightning event. 

In most cases, when the FM network missed a CG discharge, it was because there were two LDF flashes within 
1 second of each other, an interval that exceeded the time resolution of the FM network. 

The distribution of the horizontal distances between the FM charge centers and the associated LDF locations have 
been summarized in Figure 1 1. The largest cause of these distances is undoubtedly the quasi-random ‘stepped’ 
development of the initial leader channel from the 7 or 8 km altitude of the cloud charge [SI to the ground. 
These distances also include a random error in each detection network that is on the order of one kilometer. The 
large system shift that we have noted on 7/22/88 (see Table 11) may well have been caused by a preferred direc- 
tion of propagation that was introduced perhaps by the meteorological structure of the storm or a preferred region 
in the cloud for lightning initiation. In any case, the variability shown in Fig. 11 suggests that the 10 nm 
(18.5 km) ‘stand-off distance’ in the present launch rules is indeed safe. 

Since the standard deviations of the FM locations under small storms tend to be less than the LDF positions, such 
locations might provide a better estimate of the source of lightning in the cloud. For example, the launch criteria 
could possibly say ‘within N nm of the lightning charge center’ rather than ‘within 10 nm of lightning’, since 
the FM charge centers provide the locations of developing charge rather than where channels actually strike the 
ground. More data will be needed to determine what distance is optimum for a threat radius for each detection 
system. In the future, we plan to continue studies such as this with other meteorological information, such as 
the surface wind divergence and weather radar data. 
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- Locations of the Figure 2- Monopole (circle) 
Field Mills (1-34) and the and dipole (arrow) fits for 
Rocket Triggered Lightning July 21, 1988. The location 
Site in 1988. The lower left of FM sites with bad data are 
hand corner is the origin of not plotted on this and 
our coordinate system. Each similar figures. 
tick mark is 1 km. 

- Locations of LDF Figure 4- Horizontal separa- 
lightning events for July 21, tion between coincident FM 
1988. (circle) and LDF (crosses) 

events for July 21, 1988. 
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Figure 5- FM fits for July 22, Figure 6-  LDF flashes for July 
1988. 22, 1988. 

Figure 7 -  Horizontal separa- Figure 8- FM fits for August 
tion between coincident FM and 9, 1988. 
LDF events for July 22, 1988. 
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Figure 9- LDF lightning events 
for August 9, 1988. 

Figure 11- Histogram of hori- 
zontal differences between 
coincident FM and LDF flashes. 

Figure 10- Horizontal separa- 
tion between coincident F M  and 
LDF flashes. 
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ABSTRACT 

The frequency distributions of the peak magnetic field associated with the first detected 
return stroke of positive and negative cloud-to-ground (CG) flashes was studied using lightning 
data from northeastern Colorado. These data were obtained during 1985 with a medium- to high- 
gain network of three direction finders (DFs). The median signal strength of positive flashes was 
almost two times that of the negatives for flashes within 300 km of the DFs, which have an 
inherent detection-threshold bias that tends to discriminate against weak signals. This bias 
increases with range, and affects the detection of positive and negative flashes in different ways, 
because of the differing character of their distributions. Positive flashes appear to have a large 
percentage of signals clustered around very weak values that are lost to the medium-to-high gain 
Colorado detection system very quickly with increasing range. The resulting median for positive 
signals thus could appear to be much larger than the median for negative signals, which are more 
clustered around intermediate values. When only flashes very close to the DFs are considered, 
however, the two distributions have almost identical medians. The large percentage of weak 
positive signals detected close to the DFs has not been explored previously. They have been 
suggested to come from intracloud discharges and thus are improperly classified as CG flashes. 
Evidence in hand, however, points to their being; real positive, albeit weak CG flashes. Whether 
or not they are real positive bound flashes, it 
from magnetic DF networks. 

1. INTRODUCTION 

Positive cloud-to-ground (CG) lightning 
flashes generally constitute a small fraction of 
the total number of flashes striking a given 
region during a year. They are, however, of 
considerable interest because of the large 
currents and charge transfers that have been 
measured in association with some of them 
[l, 2). Positive CG flashes are also interesting 
because of the situations in which they occur. 
Thus, positive flashes have been principally 
studied in connection with lightning discharges 

isimpirtant to be aware of their presence in data 

to structures [l, 21 and with wintertime thunder- 
storms in Japan 13, 41 and the Scandinavian 
peninsula [5,6]. However, they also have been 
found in spring thunderstorms in Okla- 
homa [7], and summer thunderstorms in Florida 
[SI and Montana [91. 

With the establishment of magnet- 
ic direction-finder (DF) networks, positive 
flashes have been identified in large numbers 
in the northeastern U.S. [lo-121, Oklahoma [7, 
13-151, and Sweden [16,17]. In the past, sample 
sizes from a particular region have been rather 
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limited, especially those pertaining to light- 
ning discharges that did not occur to tall build- 
ings and towers. The new networks provide the 
opportunity to obtain large samples of positive 
flashes to study their characteristics. 

A network of three DFs of medium to 
high gain in northeastern Colorado was used in 
1181 to study the effect of local topography on 
the location and timing of negative CG flashes 
in the region. Using the same network, data on 
positive CG flashes were also collected during 
1985. The data will be used in this paper to 
explore the distribution of the peak amplitudes 
of the magnetic field associated with positive 
CG return strokes in northeastern Colorado. 
The main emphasis is to compare signal 
strength distributions of positive and negative 
flashes. 

2. FLASHDATA 

The lightning detection network used in 
this study [18] consisted of three DFs of medium 
to high gain located in the vicinity of Denver 
in a relatively flat area adjoining the Front 
Range of the Rocky Mountains; the mean dis- 
tance between DFs was 81 km. The network 
used the commercial lightning mapping system 
based on magnetic direction-finder technology 
[19,201 manufactured by Lightning Location and 
Protection, Inc. (LLP) of Tucson, Arizona. 

The peak amplitude of the magnetic 
field of each flash’s first detected return stroke 
was recorded by the system as detected by each 
antenna. This amplitude for each DF was then 
multiplied by the distance between the DF and 
the flash, then an average was taken for all 
DFs that detected the flash. This average was 
then normalized to 100 km by dividing by 100. 
The normalized values are expressed in 
uncalibrated units of peak magnetic radiation. 
This parameter is related to the peak current in 
the first return stroke [21]. No attempts have 
been made in this study either to calibrate the 
signal strength values or to relate them to peak 
current, as the main thrust of this paper is to 
examine the relative magnitudes of the signals 
from negative and positive CG flashes. 

3. PREVIOUS MEASUREMENTS 
OF POSITIVE FLASH INTENSITY 

It appears that positive strokes can 
have very large peak currents and peak mag- 
netic radiation fields, which are larger than 
the maximum ones for negative strokes [l, 2,3, 
111. Flashes with very weak signals, however, 
can also constitute a large percentage of all 
positive flashes [3, 171. The average values 
seem to be larger for positives than for 
negatives [ll, 16, 171. It should be realized, 
however, that direct measurements of peak 
stroke currents have been made only for pos- 
itive flashes to tall structures. Most of those 
flashes are due to upward-propagating flashes 
triggered by the structures. To our knowledge, 
no direct measurements of peak stroke currents 
have been made for downward-propagating 
positive flashes to flat ground. The natural 
lightning observations by Brook et af. [3] refer 
to charge transfers and the continuing currents 
of positive flashes. The peak signal obser- 
vations by networks of DFs provide indications 
of the relative peak currents in positive and 
negative strokes, and allow for the study of 
large samples. However, because experience 
with these data is limited, they should be 
critically examined before conclusions are 
drawn from the frequency distributions of signal 
strength. The present paper reports a study 
with that purpose. 

4. SIGNAL STRENGTH DISTRI- 
BUTIONS FROM COLORADO 

Figure 1 portrays the cumulative fre- 
quency distribution of the signal strength of all 
positive and negative flashes lying within 300 
km of at least one DF for 1985 in the Colorado 
network. Again, the signal strength is the 
magnitude of the peak magnetic radi- 
ation field associated with the first return 
stroke of a flash, in uncalibrated units and 
normalized to 100 km. Because of the large 
skewness and wide spread of the data, the 
distribution is plotted on a logarithmic scale in 
the ordinate. For the abscissa, a probability 
scale has been used. 

87-2 



20001 , I I 

I 
I I I 1 l 1 1 1 1 I  I I I 

0.01 0.1 1 10 50 90 99 99.9 
Cumulative frequency (percent) - probability scale 

FIGURE 1. Cumulative frequency distribution in 
logarithmic-probability scales of peak signal 
strength of positive and negative return strokes 
within 300 km of a DF antenna for all of 1985. Signal 
strength in uncalibrated units of magnetic field 
strength normalized to 100 km. 

According to Figure 1, the positive 
flashes have a larger median signal strength 
than the negatives (167 versus 94). Notice, 
however, that the negative frequency distri- 
bution curve is much more regular than the 
positive one and approximates much better a 
lognormal distribution (a straight line in this 
coordinate system). There is a larger per- 
centage of flashes with very low peak signals 
in the positive than in the negative frequency 
distribution; notice how the positive curve lies 
to the right of the negative one on the left side 
of the graph. For example, the percentage of 
positive flashes with signal strengths less than 
20 is 17 times that of the negatives. From 20 on, 
however, the percentage of weak flashes in the 
positive distribution decreases rapidly with 
increasing signal strength, so that eventually 
there is the same percentage of flashes with 
signal strengths less than 44, the crossover 
point, in both the negative and the positive 
distributions. The positive curve turns rapidly 
upward between signal strengths of 20 and 80, in 
relation to the negative curve. In that signal 
strength interval of the positive flash curve, 
there is a large percentage deficit of flashes 
compared with the distribution of the neg- 
atives. There are 24% fewer flashes with 

signal strength less than 80 in the positive 
distribution than in the negative. For signals 
strengths greater than 140 the two distributions 
have approximately the same slope, but 
because of the earlier deficit of intermediate 
values, the overall median of the positives is 
79% more than that of the neg- 
atives. Actually, there are only three positive 
flashes in the sample with signal strengths 
greater than the largest negative signal. 
Compared with the negative frequency dis- 
tribution, then, the positive distribution has 
the following characteristics: 
.More flashes with weak signals (<20), 
0 A smaller percentage of intermediates (20-801, 
.About an equal percentage of large ones (>80). 

The present median values are of the 
same order of magnitude as those reported for 
the U.S. East Coast network [ll], but are 29% 
(positive) and 27% (negative) lower. This 
might be due to the different DF gains of the 
two networks. The Colorado system is set half 
way between medium and high gain; the 
eastern system is set at high gain. Also, the 
present results agree with the observations E171 
in Sweden, where many positive strokes had 
rather large or rather weak signals, but not 
many had intermediate strengths. 

However, the frequency distributions of 
Figure 1 for a large region around the DFs 
should be considered with caution. Although 
these curves probably preserve the overall 
characteristics of the distribution of signal 
strength, they also contain sampling and mea- 
suring biases. For the correct comparison of the 
signal strengths of positive and negative 
flashes, these different biases and their effects 
on the measured distributions of signal strength 
should be explored. Figures 2 and 3 illustrate 
some of these biases for the Colorado network. 
The lower series of points in each figure 
portrays the variation with distance of the 
minimum of all the normalized signals detected 
at the same range by all DFs. The upper series 
of points represents the maximum, and the 
middle one the average. To produce these 
figures, each flash in the study area was 
assigned to a particular range increment rel- 
ative to each DF that detected it. Thus, the 
same flash could have been assigned to two or 
three different range increments corresponding 
to the different DFs. For convenience, the 

87-3 



1500 I I I I I I 

. . . .I:. .. ... .- 
*Lb.%...I ' I I I I 
-0 50 100 150 200 250 300 350 

Distance from DFs (km) 

FIGURE 2. Variation with distance of minimum, 
average, and maximum of all normalized signals of 
negative flashes detected at the same range by all 
DFs. Note scale break in ordinate. Superimposed 
are box-and whisker depictions of frequency 
distributions at related range intervals. Adjacent 
rectangles represent second and third quartiles; 
open circles represent maximum and minimum 
values. Range increments and boxes decrease in 
width with range because they represent annuli of 
equal areas. 

' 

flashes falling in the same range increment 
with respect to all three DFs were considered 
together in determining the parameters of 
Figures 2 and 3. The range increments were 
selected in such a way that the areas of the 
annuli they define are always the same; thus, 
radially, they are of decreasing magnitude. In 
this way, range samples have roughly the 
same number of flashes (this is not exactly true, 
of course, because the density of flashes is not 
uniform in the area of study). This precaution 
is desirable when comparing the extreme 
values (maxima and minima) of samples from 
populations that have slowly rising and 
decaying frequency distributions. The box-and- 
whisker diagrams are discussed below. 
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FIGURE 3. Minimum, average and maximum sig- 
nal strengths, as in Figure 2/ but for positive flashes. 

One of the most important sampling 
problems is the inevitable bias with range 
toward flashes with very strong signals. 
Because of the range dependency of the mag- 
netic field of a flash, weak signals coming from 
distant ranges are not detected, as their 
magnetic fields reach the antenna with a 
strength that is below the threshold level of 
the DF. This level is set above the ambient 
noise level. As the distance increases, pro- 
gressively stronger signals are lost in this way. 
This effect is illustrated by the lower curves in 
Figures 2 and 3, where the minimum detected 
signal strength increases linearly with radius 
for both positive and negative flashes. Notice 
the progressive erosion with range of detected 
weak signals indicated by the minimum curve. 
The minimum values for the positive flashes 
appear to be slightly larger than those for the 
negatives. This is so because the acceptance 
threshold, the minimum voltage that needs to 
be generated in the antennas before a signal is 
accepted for processing, was set by LLP at 
around 350 mV for positive flashes, and 120 mV 
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for negatives. A higher threshold for the pos- 
itives was set by LLP to eliminate weak 
positive signals that were coming from very 
distant flashes (>loo0 km) that were assumed 
to be ionospheric (inverted) reflections of 
negative ones. 

By contrast, the maximum values 
detected by the DFs (upper curves) do not seem 
to be affected as much with range as the 
minimum values (note a factor of ten difference 
between the upper and lower scales of the 
figures). These signals are way above the 
detection threshold, so that even when coming 
from 300 km they are still picked up by the 
DFs. Only three values in the positive curve 
are above the maximum value in the negative 
one. However, there is a slight drop in the 
values of the detected maximum signals from 
about 100 km inwards towards the DFs. This 
reduction could be due in part to another bias, 
the problem of DF saturation. Flashes striking 
close to the antennas can saturate the elec- 
tronics of the DFs even if their normalized 
signals are not too high; the closer the flash 
position to a DF, the smaller the signal re- 
quired to achieve saturation. Saturated 
detections were not considered in deriving the 
maximum signal curves. In Figures 2 and 3, the 
closest ring goes out to 39 km, and the maximum 
normalized signal observed within that ring for 
the negative flashes was 523. According to the 
linear decay of signal strength with range, that 
would give a value for the maximum absolute 
signal that a DF can detect before saturatirg of 
1350 LLP units, which is a reasonable number 
for these systems. By 55 km (the extent of the 
second ring), that saturation threshold could 
tolerate a normalized signal of 739 before 
saturating the DF. The observed maximum for 
both positive and negative flashes in the 
second ring can be seen from Figures 2 and 3 to be 
considerably under that value. So, although 
the effect of saturation might account for some 
of the apparent reduction in maximum signal 
measured from 100 km inwards, the sampling 
variability and regional distribution of flashes 
are probably the major factors. A very sharp 
decrease in maximum signal values, however, 
could have been detected if the closest rings 
had been much smaller. 

There is a striking difference between 
the curves depicting the average signal 
strengths (middle curves), in contrast to the 
basically similar character of the maximum 
and minimum curves of positive and negative 
flashes. The curve for negative values in- 
creases monotonically and smoothly with 
range, almost paralleling the curve for 
minimum values. The curve for the positives, 
however, although it starts out with an 
average that is similar to that of the neg- 
atives, jumps very quickly by 140 km to more 
than twice the value at close ranges 
(equivalent to that attained by the negatives 
at 300 km). From that point on, the increase is 
gradual and follows the increase in the 
minimum values. Thus, if the frequency dis- 
tributions for negatives and positives are 
compared at close range (say, less than 70 km) 
they appear to have the same mean and 
extreme values. Throughout most of the region, 
however, the positives appear to have a very 
much larger mean, although the extremes are 
similar. 

PONSRS OF POL- 

Why is there such a difference between 
the two distributions at different ranges? 
Figure 3 displays box and whisker repre- 
sentations of the frequency distribution of the 
positive signal strength for different range 
intervals. Notice how the first two quartiles of 
the portrayed distribution closest to the DFs lie 
very low on the signal strength scale. The 
quartile levels rise rapidly in the second 
distribution, but in the next two the rise is 
gradual and parallels the rise in minimum 
value. Thus, it appears that the distribution of 
positive signal strengths observed closest to the 
DFs contains a large proportion of very weak 
signals. If the distribution of positive signals 
over the entire region was the same, such weak 
signals (most of the first quartile) would 
quickly become undetected with range, 
modifying greatly the character of the ob- 
served distribution. The negative flashes, 
however, have a more regular distribution that 
is not so skewed toward the weak signal 
strengths. Therefore, the effect of losing the 
weak signals with range would be reflected in a 
more gradual change in the distribution with 
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range. Recalling that the acceptance threshold 
for the positive flashes was about three times 
higher than for negatives, the true distribution 
of positive signals corresponding to the first 
box-and-whisker representation of the graph 
probably had an even higher percentage of 
weaker values. Also, because of the different 
acceptance thresholds, the erosion of weak 
values with range is much faster in the case of 
the positives. Even if the thresholds were the 
same, however, the effect of the detection bias 
would have been different for each polarity 
because of the even more marked disparity in 
the proportion of weak flashes between the 
two. Although, conceivably, there are geo- 
graphical inhomogeneities in the signal 
strength distributions, these two different 
responses (both because of the different thresh- 
olds and the different basic distributions) to 
the detection bias of weak signals are obviously 
an important factor in explaining the difference 
between the curves depicting the average 
signal with range for positive and negative 
flashes. 

Thus, although the frequency distribu- 
tions portrayed in Figure 1 for a large region 
around the DFs probably preserve the overall 
characteristics of the distribution of signal 
strength, they are biased toward flashes with 
strong signals and do not give enough weight to 
the weak flashes. Furthermore, since it ap- 
pears that the positive and negative flashes 
have different signal strength distributions, 
especially for weak flashes, the range bias has 
quite different effects on the signal strength 
distributions of flashes of different polarities. 
In addition, there is a bias against large signals 
caused by the saturation of the DFs by flashes 
that strike close by. This effect is most impor- 
tant for flashes that fall within a few tens of 
kilometers from the DFs. Although those 
flashes are detected, their position and 
normalized signal strength cannot be accurately 
determined unless three DFs detect them (one 
saturated and two normal detections). 

It should be emphasized, however, 
that the particular way in which the sampling 
and measuring biases affect the signal 
distributions with range depends on the gain of 
the network. The Colorado network used in 

this paper has a medium-to-high gain. In 
networks with lower gain, the range detection 
bias would produce an even more dramatic 
modification of the signal strength 
distributions with range. Networks with high 
gain would see weaker flashes much farther 
away and the modifications to the signal 
distributions would be noticed only at larger 
distances, although the saturation effect will 
be worse at high gain. On the other hand, 
lower gain networks are usually designed to 
cover small areas, while higher gain networks 
are intended to monitor regions of a large 
extent. 

It is virtually impossible to obtain a 
totally unbiased sample of flashes detected by 
a DF network to study their signal strength 
distribution. However, one could obtain a 
sample from an area that is close to the DFs 
and thus minimize the effect of the range 
attenuation, but not so close to the DFs that the 
saturation problem is severe. Figure 4 shows a 
plot of the frequency distribution of such a 
sample for positive and negative signals in log- 
probability coordinates for flashes that lie no 
farther than 60 km from at least one DF and not 
closer than 20 km from any DF. Flashes that 
saturated one DF but were detected correctly by 
two others were included in the two samples, as 
in this case both flash location and normalized 
signal strength can be estimated from the two 
non-saturated DFs. Saturating flashes detected 
by only two DFs were not considered. The two 
resulting distributions are probably close to the 
unbiased ones, although some deterioration has 

.. . . ... .: . .  - . .  . .  . .  . .  , .  . .  . .  - - - - - 
- 
- 
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FIGURE 4. Same as Figure 1, but within 20 to 60 km 
of any DF. 
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undoubtedly already occurred in the chosen 
interval. These frequency distributions, how- 
ever, should correspond better to the original, 
unbiased populations of positive- and negative- 
flash signal strengths in the area of study. 
Thus, a comparison of positive and negative 
flashes based on these distributions should be 
more physically meaningful than one based on 
the distribution of flashes over the entire area 
covered by the network and contaminated by 
different sampling and measuring biases. 
Having obtained samples that are more repre- 
sentative of the true populations, we proceed to 
compare the signal strengths of negative and 
positive flashes. 

- c 

5. COMPARISON OF POSITIVE AND 
NEGATIVE SIGNALS 

Colorado 1985 
Positive detections 
within 20-60 km of a DF 

As anticipated in Figures 2 and 3, the 
distributions of Figure 4 have basically the 
same median. The positive distribution, how- 
ever, has a much larger percentage frequency of 
small signals, especially for signal strengths 
less than 20. Above that value, there is a rapid 
decrease in relative frequency that extends to a 
signal strength level of 100. After that point, 
the relative frequency of the larger values 
increases compared with the previous curve 
segment; observe how the curve turns toward 
the right compared with the segment between 
the signal strength values of 20 and 100. By 
comparison, the negative distribution seems 
much smoother and more regular. 

Colorado 1985 
Negative detections 
within 20-60 km of a DF 

100 200 300 400 
Signal strength (normalized to 100 km) 

FIGURE 5. Normalized peak signal strength for 
negative flashes within 20-60 km of a DF. 

Figures 5 and 6 show the distributions 
of Figure 4 in histogram form for the close-in 
range of 20 to 60 km. The positive distribution 
is highly skewed towards very small signal 
values, having the maximum frequency between 
20 and 30. The negative distribution, on the 
other hand, has a maximum frequency at signal 
strengths between 60 and 70, and the skewness 
is not as large. It should also be kept in mind 
that because of the higher acceptance thresh- 
old for positive flashes mentioned above, the 
true proportion of weak positive signals could 
be even higher. 

The positive distribution, then, ap- 
pears to be markedly different in shape from 
the negative one, showing a large percentage of 
very weak flashes and a small percentage of 
intermediate ones. Although this result is 
hinted at in the observations of [171 in Sweden 
and 131 in Japan, to our knowledge, the 
importance of this high percentage of weak 
positive flashes in the distribution has not been 
emphasized before. 

Before the physical nature of these 
weak positive flashes is discussed, however, it 
is important to consider how representative are 
the resulting frequency distributions of signal 
strength of the thunderstorms in northeast 
Colorado during the summer. As can be seen 
from Figures 5 and 6, the most marked dif- 
ference between positive and negative flashes 
lies in the frequency of signals at or below 40 
LLP units. A total of 216 positive flashes were 
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observed in that range on 46 different summer 
days. Thirteen of those days had three or more 
of the weak positive flashes, and eight of 
those 13 days had seven. The weak flashes 
have their peak frequency between 1500 and 
1600 MST, coinciding with the peak diurnal 
convective activity in the region 1181. These 
flashes are also fairly well distributed around 
the DFs, although their frequency drops 
dramatically with range after about 60 km 
from the antennas as explained above in 
connection with Figure 3. In addition, when the 
frequency distributions of both positive and 
negative flashes of all signal strengths are 
computed for a ring of 20 to SO km around each of 
the three DFs separately, the three 
distributions for each polarity are very similar 
to each other and the two sets are are very 
similar to Figures 5 and 6. Thus, the weak 
positive flashes are not the result of just a few 
atypical storms in a few particular localities, 
but come from thunderstorms that are part of 
the regular diurnal cycle of convection 
throughout the summer. Also, within the 
region where they can be detected, the weak 
positive flashes are geographically well 
distributed in numbers and belong to fairly 
representative signal strength distributions. 

It has been suggested, however, that 
the very weak positive signals close to the DFs 
are not from cloud-to-ground flashes 1171. In the 
absence of independent evidence showing that 
these signals indeed come from cloud-to-ground 
positive flashes, there are basically three 
possible explanations for these results: 

The weak signals do come from positive 
CG flashes and because of their weak signal 
strength are detected only when a flash occurs 
very close to a DF. 

The weak signals come from intracloud 
discharges with waveshapes similar to in- 
verted return strokes, are detected by the 
positive stroke circuits in the DFs, and are 
improperly classified as positive cloud-to- 
ground lightning. Since these are intracloud 
discharges, their signal amplitudes are small 
relative to cloud-to-ground flashes and are 
preferentially detected only near the DFs. 
Because the waveshapes are similar to those of 
real cloud-to-ground strokes, it would be very 
difficult to discriminate against them except by 
further increasing the acceptance threshold for 
positive flashes. It is strange, however, that 

similar intracloud discharges with negative 
return stroke waveshapes are not being detected 
(compare frequency distributions in Figures 5 
and 6). Also, it must be remembered that these 
signals refer to flashes that were detected by 
two or three DFs with a mean separation of 
about 80 km. Very weak intracloud discharges 
close to an antenna would not have been 
detected by another at those distances. 
Furthermore, a study 1221 of the correctness of 
the polarity assignments of direction-finding 
equipment similar to the one used in the present 
study but for a high gain system, concluded that 
the acceptance criteria for positive flashes are 
adequate, provided that the distances of the 
flashes to the DFs are less than 600 km. 
Another study [23] recently considered positive 
flashes detected by a similar DF network and 
examined the waveforms simultaneously 
detected by an extremely low frequency (ELF) 
system. The conclusion was that no more than 
15% of the positive flashes detected by the DFs 
with signal strengths of less than 50 are false 
detections. The percentage is probably even 
lower, the study concluded, because the very 
weak positive flashes produce ELF signals that 
are close to the ELF system’s noise level. 
c These are signals with waveshapes 
that do not correspond to return strokes (in 
contradistinction to ”b” above) and should be 
rejected by the positive stroke detection circuit 
as not fitting the waveshape criteria for cloud- 
to-ground strokes, but because of their small 
signal strengths they are not recognized as such. 
These signals could well come from very weak 
but legitimate intracloud flashes which are 
being improperly classified as CG flashes or 
they could come from non-stroke discharges 
such as k changes. In this case, a modification 
to the waveshape criteria logic could filter out 
these weak signals. 

More work will have to be done to 
explain the large percentage of weak positive 
detections. In view of the growing importance 
of lightning data and the proliferation of 
lightning detection networks, the problem 
should be given serious consideration when the 
data are used for operational and research 
applications. If the weak positive signals are 
shown to come from real cloud-to-ground 
positive flashes, it should be realized that 
there is a larger proportion of weak, positive 
flashes to ground than would appear from 
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previous studies and that, when all 1 ings are 
considered, the median signal strength values 
are about the same for positive and negative 
flashes. It also should be realized that, at 
least for medium- and low-gain systems, storms 
near the DFs would appear to have a larger 
proportion of positives flashes than would 
storms farther away. The details of the de- 
formation with range of the frequency 
distributions of signal strength would depend on 
the particular configuration of the network and 
to some extent on the conductivity character- 
istics of the surrounding terrain. 

If the weak signals are shown to be 
from intracloud or cloud-to-cloud discharges 
(with return-stroke-like waveshapes or not), 
then it should be realized that, as far as 
positive flashes are concerned, data from closer 
than about 100 km from a DF might give an 
erroneous picture of cloud-to-ground lightning 
activity. 

6. CONCLUSION AND DISCUSSION 

Using the lightning data of one entire 
year from northeastern Colorado, a comparison 
has been made of the magnitude of the peak 
signal strength of the first return strokes of 
positive and negative flashes. When the data 
from a large region around the DF (300 km) are 
considered together, the positives appear to 
have a median signal strength that is almost 
twice as large (1.8 times) as that of the neg- 
atives. The overall sample, however, tends to 
indicate that the two resulting distributions 
are quite different in regard to the very weak 
signals. These signal strength distributions 
based on positive and negative flashes from 
widely different distances, however, contain 
some sampling and measuring biases. One of 
the most important sampling problems is the 
inevitable bias with range against flashes 
with weak signals. This range bias has very 
different effects on the sampling of flashes of 
different polarity owing to the basic difference 
in the skewness and spread of the original dis- 
tributions. In addition, there is a bias against 
large signals caused by the saturation of the 
DFs by flashes that strike close by. 

The particular way in which the 
different sampling and measuring biases affect 
the signal distributions with range depends on 

the gain of the network. The Colorado network 
used in this paper has a medium-to-high gain. 
In networks with lower gain, the range 
detection bias would produce an even more 
dramatic modification of the signal strength 
distributions with range. Networks with high 
gain would see weaker flashes much farther 
away and the modifications to the signal 
distributions would be noticed only at larger 
distances. 

Frequency distributions of the peak sig- 
nals of flashes observed a small distance from 
the DFs best reveal the fundamental 
differences between negatives and positives. 
Both appear to have the same median signal 
strengths, but the positive sample has a larger 
proportion of very small signals. The positive 
sample lacks the large percentage of signals of 
intermediate values that are frequent in the 
negative group. The two distributions are more 
similar in their relative frequency of large 
values, but the positive sample, although it is 
about 15 times smaller, contains the largest 
values of peak signal. 

That some positive strikes can transfer 
to earth very large charges and have very 
large currents is not denied by the present data 
set. It should also be kept in mind that positive 
strokes have longer time to peak current, and 
large continuing currents following the peak 
discharge. However, once the range bias is 
taken into account by considering only flashes 
close to the DFs, the present Colorado data 
tend to indicate that, relative to the negative, 
the positive distribution appears to have a 
larger percentage of flashes with very small 
values, a smaller percentage yielding inter- 
mediate ones, about the same proportion of 
large values, and a few flashes with values 
that are larger than any in the negative dis- 
tribution. The medians of the two distributions, 
however, are about the same. 

The larger percentage of weak signals 
detected close to the DFs has not been em- 
phasized earlier, nor are there any 
independent data obtained by other methods in 
Colorado for studying their physical nature. 
The results of [23], however, lend weight to 
their being real cloud-to-ground positive 
flashes. In any case, the results reported here 
should be taken into account when positive 
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flash data from magnetic direction finders are 
used, especially for medium-and low-gain 
systems. It appears that frequency distri- 
butions for positive and negative flash signal 
strength are indeed different and that the 
detection bias with range, inherent in the 
system, produces different results as it operates 
on the different distributions. 
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LIG~TNING MAPPING SYSTEM 

C. Lennon and L. Maier 

National Aeronautics and Space Administration 
John F. Kennedy Space Center, Florida 

ABSTRACT 

A new Lightning Detection and Ranging (LDAR) System is being implemented at the Kennedy 
Space Center, Florida. The first operational use is expected in the late summer of 1991. 

The system is designed to map the location of In-Cloud and Cloud-to-Ground Lightning based 
on the Time Of Arriial (TOA) of electromagnetic radiation. The system detects VHF radiation 
and is designed to map the volumetric extent of lightning. The system implements two 
independent antenna arrays to provide a fast data quality check, as necessary for a real- time 
warning system. The system performance goals and a comparison with a similar system 
implemented in the mid 1970s is made. 

INTRODUCTION 

In this paper we describe a Lightning Mapping Sys- 
tem that is under development at the John F. Ken- 
nedy Space Center. The system is an improved 
version of a system that was used during the 
Thunderstorm Research International Program (TRIP 
76-78)[1]. The final form of the original system is 
described by Poehler and Lennon in NASA Technical 
Memorandum [2]. This early NASA system used 
digital waveform recorders and digital computers to 
provide a near real-time display of lightning pulse 
locations. The NASA system was an automated ver- 
sion of a system developed by Proctor[3] which 
determined the time differences manually from film 
records. 

PRINCIPAL OF OPERATION 

Lightning discharges produce a series of broadband 
VHF pulses. By detecting the TOA of these pulses, 
at widely separated sites, the location of the source 
of radiation can be computed. 

The coordinates of the receiving sites are listed and 
plotted on a map of the Kennedy Space Center (KSC) 
in Figure 1. Lightning-produced RF pulses are 
received at the remote sites and are processed by 
Log Video Detectors (LVDs). The resulting series of 
video pulses are transmitted to the Central LDAR site 
(Site 0) by microwave links. The physical configura- 
tion of the system assures that the direct RF pulses 

will arrive at the Site 0 prior to the retransmitted pulses 
from the remote sites. Advantage is taken of the early 
arrival of the pulses at the Site 0 to trigger the system. 

When a pulse exceeds a threshold at the Site 0 the 
system is triggered, opening a data analysis period 
which extends for 100 microseconds. During this 
analysis window the system determines the time of 
occurrence (apparent TOA) of the largest amplitude 
pulse for each of the seven data channels. At the end 
of the analysis period the time and amplitude data for 
each channel will be collected, and the event will be 
tagged with the time of day to the nearest 
microsecond. This data will be buffered and the 
system will be re-armed within 10 microseconds. 
Figure 2 illustrates the time tagging process using a 
simplified series of lightning pulses. At the comple- 
tion of the data gathering process data is transmitted 
to a group of computers for testing, calculation of the 
source locations, and display. 

COMPUTER CONFIGURATION 

A block diagram of the equipment located at the 
LDAR Site 0 is shown in Figure 3. 

The function of the display computer is to develop 
software for the VME system, to load both operating 
system and software for the VME system, and to 
provide lightning location displays. The display com- 
puter will receive source locations from the VME 
system for display. 
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Figure 1. LDAR site locations (see text for further description). 

The function of the VME System is to ingest TOAdata, 
perform validity tests, compute XI Y, and Z coor- 
dinates, store data on magnetic tape, and to transmit 
X, Y, Z-coordinate data to the display computer. The 
VME System is housed in a 20-slot card cage and 
uses multiple on-board computers for parallel 
processing of the TOA data. In addition the VME 
System is interfaced to a Digital AudioTape (DAT) for 
mass storage of the TOA raw data (1.2 Gbytes). 

DATA OUTPUT/DISPIAY 

The LDAR system will provideoutput data fordisplays 
in the following two formats. 

First, the display computer will generate a near real- 
time display. This display will be converted to the 
National Television Standards Committee (NTSC) 
format and will be distributed to KSC and the Air 
Force's Operations Control Center by a combination 
of wideband cable and operational television circuits. 
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Figure 2. Time tagging process. 
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Figure 3. Block diagram of central station. 
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Secondly, the VME System will transmit the X, Y, Z 
coordinates of lightning sources. This data will be 
broadcast as an RS-232 format signal over a 19- 
guage wire pair. This signal will be available to anyone 
having access to the KSC communications system. 
This arrangement will allow users to tailor displays to 
meet their requirements (e.g., a Pian Position Display, 
PPD, centered on Complex 39A.) 

the display is shown in Figure 4. The PPD portion of 
the display (A) is at the lower left of Figure 4. 

This part of the display shows a map of the KSC area 
that is centered on the location of the LDAR Site 0 
(X=O, Y=O, Z=O). The scale of the map can be 
changed as an operator function. When a lightning 
Pulse is detected its location will be computed in the 
X, Y, 2 coordinate system. The X, Y location of the 
point will be plotted as a point in the PPD portion of 

The display generated for dissemination by the local the display. 
cable television network is unique, and the format of 

Figure 4. LDAR real-time display (see text for description). 
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Coupled with the PPD are two more displays that 
show the X, 2 and Y, 2 projections of the same points 
plotted on the PPD. These displays give the operator 
(observer) a view of the height profile of the dischar- 
ges as seen by an observer located west of the event 
(Display 8) or south of the event (Display C). The 
relationship between projections for 5 VHF sources 
is iltustrated in Figure 5. 

An additional subdisplay is provided in the upper 
right-hand corner of the composite display (Figures 4 

and 5). This display is a histogram depicting number 
of pulses per unit of time. The unit size of the ordinate 
axis (events per unit of time) will be a variable that is 
compatible with the lightning activity and display 
capacity. 

Lightning pulses that fall outside of the display 
coverage will not be plotted or added to the hfs- 
togram. A cursor will flash indicating that the system 
is detecting lightning activity outside of the selected 
display area. 

Figure 5. Demonstration of inter-relationship of projections on the LDAR real-time display. 
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LDAR - Remote Site 

Figure 6. Block diagram of LDAR remote site. 

Another feature to be added to the display is the use 
of color to represent temporal variations in the data. 
The most recent data will be displayed in bright red 
with earlier events being displayed in yellow, blue or 
green. The time interval assigned to each color will 
be determined during the check-out and certification 
phase of system development. 

LDAR RECElVERSlANTENNA 

A block diagram of an LDAR receiver is shown in 
Figure 6. The basic LDAR receiver is built around an 
Adams Russel Model 1 CIA351 logarithmic amplifier. 
Amplifier specifications are provided in Table 1. 

TABLE 1. Log amplifier specifications. 

Frequency range 60-300 MHz 
Input Dynamic Range 
Tangential Sensistivity -75 dBm 
Rise Time 10 Nanoseconds 

Function Logarithmic Video 

Linearity (Log Output) k1.5 Db 

75 dB minimum 

(maximum) 

Detection 

The frequency response of the receiving system is 
limited by the addition of a filter between the logarith- 
mic amplifier and the antenna. Two sets of filters are 
available for selecting a system operating frequency 
of either 63 k3MHz or 225 2 3  MHz. This design 
easily accommodates changes to the operating fre- 
quency in the range between 60 MHz to 300 MHz by 
changing the input filter. 

A small in-line amplifier is located near the antenna. 
This amplifier protects the input of the logarithmic 
amplifier, and it increases the signal level on the 
transmission line by 10 dB. By increasing the signal 
level on the transmission line, the effects of stray 
signal pickup are minimized. Power for the input 
amplifier is supplied via the transmission line. 

The receiver package is located (adjacent to the 
Microwave transmitter) near the top of a 52-foot 
power pole. By locating the receiver close to the 
transmitterthe possibility of stray signal pickup on the 
video line connecting the two is minimized. 

The sensor for the receiver system is a broadband 
antenna covering the frequency range of 60 to 300 
MHz. The antenna is specified to have hemispherical 
coverage, and is left hand circular polarized +, 1 dB. 
By using a circular polarized antenna the variation in 
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signal amplitude, due to variation in the polarization 
of the radiating source, will be minimized. 

DATA QUALITY 

SITE SELEC TlON 

To be a useful part of a lightning warning system, the 
LDAR must have a high detection ratio and a near 
zero false alarm rate. To insure a high detection ratio 
the operating frequency and the locations of the 
receiving sites were carefully selected. Some of the 
criteria used in site selection are listed in Table II. 

Table II. Site selection criteria. 

1. Maintain "Y" Configuration 
2. Good Accessibility 
3. Located On Government Property 
4. Away From Above Ground Power Line 
5. Away from Industrial Sites 

FREQUENCY SELECTION 

The ambient RF signal level between 60 and 72 MHz 
was measured at Site 0 and at each remote site. All 
sites were found to have acceptable background 
signal levels. 

An initial operating frequency of 63 MHz was chosen. 
This frequency is in the center of the band allocated 
for television Channel 3. Since there is no local 
Channel 3 television assignment, this frequency 
range is protected from local users (100 miles). 

The number of lightning-produced VHF radiation im- 
pulses, as reported by Oetzel[4], peak between 50 
and 100 MHz at lo4 pulses-per-second, and 
decrease rapidly above 100 MHz. Based on these 
data and on operation of the earlier LDAR system at 
this frequency, 63 MHz was chosen as the initial 
operating frequency. 

TIME DELAYS 

There are several system design parameters that 
have a direct effect on the location accuracy of the 
system. Some of the obvious critical parameters are: 
signal digitization interval, system time delays, time 
delay stability, and system bandwidth. The system 

bandwidth (6 MHz) and digitization window 
seconds) are fixed by design. The system delays are 
a function of site location, cable lengths, individual 
component bandwidths, and propagation delays. To 
insure optimum system performance, these delays 
must be measured and subtracted from the TOA 
data. To measure these delays a system calibrator 
has been included in the design. 

CAI IBRATOR 

The system calibrator consists of a high powered 
impulse generator AVTECH Electrosystem Ltd. 
Model # AVl32-c-NASAl. This generator is capable 
of producing a 400 volt peak-to-peak pulse into a 
50 ohm load. The shape of the waveform simulates 
a single cycle of a 63 MHz sine wave. This signal will 
be applied to a vertically polarized antenna, located 
on top of the microwave tower at the LDAR Central 
site. This signal will be received at the remote site 
and the resulting video pulses will be transmitted 
back to the central site by microwave links. The time 
interval between the arrival of the pulse at the central 
site receiver and the arrival of the pulses at the output 
of the microwave receivers will be measured by the 
LDAR data processor. This is the same technique 
used to measure pulses produced by lightning. 

Since the location of the calibrator antenna and the 
remote station antennas are known (+ 1 meter), the 
time delay to each station can be calculated. These 
propagation time delays are constant and will be 
measured by the LDAR system when the calibrator is 
turned on. The measured time delays will be com- 
pared to the calculated propagation delays, and the 
differences will be determined and entered into the 
LDAR software as constants. 

During the system checkout and certification, the 
calibrator will be used at least daily to verify proper 
system operation and system time delay stability. 
Based on this data, a System Calibration Interval will 
be established. The calibrator provides a ready 
means for system function test. When the calibrator 
is turned on a series of points will be displayed at the 
center of the primary LDAR display. 

5- 

The LDAR System is actuallytwo systems. LDAR Site 
0 and remote sites 1 ,'3 and 5 comprise System 1 ; and 
site 0 and remote sites 2,4 and 6 comprise System 2. 
Since Site 0 is common, both systems operate in 
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TABLE 111. System specifications. 

Operating Frequency 
Initial Implementation 

Data Band width 

Data Collection Rate 

Data Window 

Number of Stations 

Remote Station Power 
Operating reserve 

System Location Accuracy 
Within Network 

Outside Network 

Processing Efficiency (Le., the number of source 
locations that pass all data quality criteria 

False Alarm Rate 

Data Storage: 

System Outputs: 

Central Station Power 

System Timing: 

60-300 MHz 
63 MHz 

6 MHz 

1 O4 events/second (maximum) 

100 microseconds 

6 Remote 
1 Central 

Solar Panel with batteries. 
3 days with overcast sky. 

X and Y 2 30 Meters 
2 2 90 Meters 

Basic Accuracy X D2/6 
D = Distance in miles 

75% 

0 

All raw data stored on Digital Audio Tape 
(1.2 GByte capacity) 
1. Television NTSC Compatible Display 
2. 
RS-232 Circuit. 

Pulse source location broadcast on 

120/208 Vac 60 Hz 
With uninterruptible Power System (UPS) 
backup for a one hour power outage. System 
air conditioners are not on the UPS. 

All trigger events will be time tagged to nearest 
microsecond. Timing source is a GPS receiver. 

synchronization. The coordinate data from System 
1 is designated as X i ,  Yi, and 21, and the coordinate 
data from System 2 is designated Xp,  Yp, and 22. By 
comparing the coordinate data from the two systems 
(DI ~ $ 2  Ki(D), 21 = 22 +. b(D), where D = [X2 
+ Y ] is the horizontal distance to the source and 
Ki, K2 increase as a function of distance from Site 0) 
wild points can easily be detected. Initially, the sys- 

tem will not display data that does not pass the 
comparison test, although the data will be archived. 
Future development may include calculations of 
coordinates using other remote site combinations, 
i.e. 0, 1, 3 and 6. Experience has shown that the 
coordinate comparison is a very stringent test that 
assures that bad data will not be provided for opera- 
tional use. 
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COMPARISON WITH EARLIER LDAR (LDAR-1) 

The principal of operation and the site locations for 
the two systems are essentially the same. The major 
differences are discussed below. 

for display and storage. The programming language 
was Basic with equipment drivers written in Assemble 
language. The new system will utilize four single 
board computers to ingest and parallel process the 
data. The output of the processors will be transmitted 
to a work station for display generation. The primary 
programming languages will be Fortran and "C'. 

DATA TRANSMISS ION FRO M REMOTE SI TES 
DEVELOPMENT SCHEDULE 

LDAR-1 used a combination of wideband video cir- 
cuits and microwave links. The new system uses all 
microwave links. 

LDAR-1 used commercial A.C. power with battery 
back-up at all but one site. One microwave site used 
batteries which were charged by a wind driven gen- 
erator. In the new system, all remote sites are 
operated from solar charged batteries. 

CALlBRATOR 

LDAR-1 used a spark gap transmitter, which was 
located on the roof of the Vehicle Assembly Building. 
The new system uses a solid state pulse generator to 
drive an antenna, located on the microwave tower at 
the central site. 

LDAR-1 used eight Biomation Model 81 00 waveform 
recorders, operated in parallel, to digitize and store 
the waveforms of the RF pulses. The stored data was 
dumped to a parallel processor that determined the 
time to the peak of the largest pulse in each 
waveform. The new system does not use waveform 
recorders. The new system uses a special NASA built 
processor that determines the time to peak, and peak 
amplitude on the fly. 

The LDAR system is under construction. Barring 
unforeseen procurement or development problems, 
the system should be ready to record data by May of 
1991. The software required to produce an elemen- 
tary real-time display should be available by July 
1991. 

OPERATIONAL RESEARCH 

The LDAR System is an excellent tool for locating the 
source of VHF pulses produced by the lightning 
discharge process; but considerable work is needed 
to determine the best utilization of LDAR data in 
support of ground and launch operations at the Cape 
Canaveral Forecast Facility (CCFF). 

LDAR will initially operate at 63 MHz, in the range 
between 50 and 100 MHz where VHF pulses are most 
numerous according to Kimpara [4]. Since the best 
operational frequency is not yet known, the current 
system is designed to operate between 60 and 
300 MHz. The design of the present LDAR also al- 
lows one system to be operated at 63 MHz and the 
second system to be operated at 225 MHz. By 
operating the system at two frequencies simul- 
taneously, it should be possible to determine whether 
radiation at 63 MHz and at 225 MHz originate from 
different regions of the cloud. This in turn will deter- 
mine the optimum operational configurntion. 

The LDAR data should also be useful in studying the 
following operational concerns: 

LDAR-1 could process a maximum of 200 sets of 1. Time From First Detected VHF radiation (or any 
waveforms per second. The present system is other easily identifiable meteorological signature) to 
designed to determine the peak amplitude and time occurrence of first ground strike. 
delays for 1 O4 waveform sets per second. 

2. Number and characteristics of lightning-produc- - ing storms that do not produce ground strokes. 

LDAR-1 used a mini-computer to ingest data and 3. Lightning Hazard Distance - Distance from 
compute the coordinates of the pulse sources. The centroid of VHF radiation or radar echo to ground 
coordinates were transferred to a second computer contact point. 
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4. Tracking of electrical storms. 

5. Definition of the end of electrical activity. 

6. Preferred location of storms. 

7. Climatological data base. 

8. Comparison of VHF source volume with radar 
volume. 

9. Lightning rate as a predictor of storm behavior. 

FUTURE SYSTEM ENHANCEMENTS 

After successful implementation of LDAR, future en- 
hancements to both hardware and software are 
under consideration. Several are described below. 

' The current system uses the peak pulse in a 100- 
microsecond window from each of the 7 sites for 
calculating the VHF source location. The system 
relies on running two systems in parallel to compare 
data and reject erroneous locations due to using an 
incorrect pulse. A future enhancement would 
employ cross-correlation techniques in either 
hardware or software to assure the same pulse is 
identified for each site. 

A simpler technique may be to use more than two site 
combinations to calculate pulse location. This would 
provide assurance that the pulse was located correct- 
ly and provide receiver statistics that may help iden- 
tify maintenance needs. This technique may also be 
used with cross-correlation techniques to provide an 
indicator of system accuracy for the location of each 
radiation source 

Another enhancement would lengthen the 100- 
microsecond window and overlap it with the sub- 
sequent windows at each of the remote sites to 
assure that the peak pulse in the window at site 0 will 
be available in the windows of each of the remote 
sites. 

To improve vertical resolution, elevation angle 
measured from an interferometer at site 0 may be 
used. 
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LIGHTNING TESTING AT THE SUBSYSTEM LEVEL 

Frank Luteran 
EMC Science Center, Inc. 

West Conshohocken, PA 19428 

ABSTRACT 

Testing at the subsystem or black box level for 
lightning hardness is required if system hardness is 
to be assured at the system level. The often applied 
philosophy of lightning testing only at the system 
level leads to extensive end of the line design 
changes which result in excessive Costs and time 
delays. In order to perform testing at the subsystem 
level two important factors must be defined to make 
the testing simulation meaningful. The first factor is 
the definition of the test stimulus appropriate to the 
subsystem level. Application of system level stimu- 
lations to the subsystem level usually leads to signifi- 
cant overdesign of the subsystem which is not 
necessary and may impair normal subsystem per- 
formance. 

The second factor is the availability of test equip- 
ment needed to provide the subsystem level light- 
ning stimulation. Equipment for testing at this level 
should be portable or at least movable to enable 
efficient testing in a design laboratory environment. 
Large fixed test installations for system level tests 
are not readily available for use by the design engi- 
neers at the subsystem level and usually require 
special operating skills. 

The two factors, stimulation level and test equipment 
availability, must be evaluated together in order to 
produce a practical, workable test standard. The 
neglect or subordination of either factor will guaran- 
tee failure in generating the standard. It is not 
unusual to hear that test standards or specifications 
are waived because a specified stimulation level 
cannot be accomplished by in-house or independent 
test facilities. Determination of subsystem lightning 
simulation level requires a knowledge and evalu- 
ation of field coupling modes, peak and median 
levels of voltages and currents, bandwidths and 
repetition rates. 

Practical limitations on test systems may require 
tradeoffs in lightning stimulation parameters in order 

to build practical test equipment. Peak power levels 
that can be generated at specified bandwidths with 
standard electrical components must be considered 
in the design and costing of the test system. Stimu- 
lation test equipment and test methods are closely 
related and must be considered a test system for 
lightning simulation. 

A non-perfect specification that can be reliably and 
repeatedly applied at the subsystem test level is 
more desirable than a perfect specification that 
cannot be applied at all. 

SUBSYSTEM LEVEL TESTING BENEFITS 

Why test at subsystem or black box level? Why not 
let the system test qualify all the subsystem boxes? 
Subsystem testing provides two important benefits. 

First - In most cases subsystem testing saves 
money by ensuring that the system tests will be 
successful. When failure of subsystems occur dur- 
ing system testing, the cost of redesign and rework 
is escalated by a factor to ten (1 0) times the cost of 
correcting a problem identified during subsystem 
test (Figure 1). In fact an even more ideal situation 
exists when testing can be performed at the bread- 
board level where costs to redesign are typically one 
tenth (1/10) the cost of redesign at the subsystem 
level. 

The designer who depends on system tests alone to 
qualify a subsystem is facing costs one hundred 
(100) times greater for redesign at this level over 
redesigns at the board level. Testing only at system 
level is a gamble with the odds stacked against the 
subsystem designer. 

Second - Subsystem performance can be charac- 
terized and defined more completely for various 
stimulus levels. The subsystem should be tested to 
full threat level or even over threat levels. The 
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Figure 1. Test Levels. 

threshold of failure can be accurately measured 
when the test generator can produce reduced levels 
as well as the full threat level. It is desirable to test 
at full threat level rather than at a reduced level with 
linear scaling to full threat level since subsystems 
seldom react in a linear manner except over narrow 
ranges at low stimulus levels. 

There is typically interaction between subsystems 
because they share a common power supply, have 
a common database and have interconnections. 
When a massive failure occurs at system level test 
it is important to know which subsystem started the 
failure chain. The subsystem which is the source of 
failure and which is the victim is often difficult to 
identify. If threshold levels are known for each sub- 
system, the failure mode and propagation paths can 
be easily identified and corrected. 

An additional benefit arises from the testing of multi- 
purposeor generic subsystems. Once the response 
of the subsystem to specific waveforms and levels is 
known, the response to other waveforms can be 
accurately predicted, thereby reducing or eliminat- 
ing the testing required when the subsystem is 
utilized in other systems having different system test 
parameters. 

DEFINING SUBSYSTEM LIGHTNING 
STIMULUS 

The task of translating system level lightning stimu- 
lus into subsystem stimulus is not a simple task. 
Although certain models of lightning waveforms for 

direct and near strikes have been defined, it has 
been observed that each year the lightning model 
becomes faster and more intense (Fyure 2). Which- 
ever model is used, the system response which is 
the subsystemstimulus must be definedon the basis 
of frequency, duration, levels, and coupling modes 
acquired from full scale models in full threat lightning 
simulators. 

1981 1991 2001 

Figure 2. Lightning Stimulus. 

Therefore, the criteria for defining the subsystem 
stimulus is the waveform stimulus that is coupled 
from the system to the subsystem. An example of 
coupled waveform stimulus can be found in MIL- 
STD-461 C. The EMP test requirement is defined by 
tests specified as RS05, CSl 0 and CS11 for Naval 
equipment and CS12 and CS13 for Air Force equip- 
ment. The RS05 requirement duplicates the EMP 
field which is a double exponential of 50 kV per meter 
(Figure 3). This stimulus is used at the system level. 
The effect of the system stimulus is to couple damped 
sinusoid currents with a bandwidth of approximately 
10 kHz to 100 MHz into the subsystem. Thestimulus 
for subsystem tests CS10, CS11 , CS12 and CS13 is 



therefore a group of six damped sinusoid pulses at 
frequencies from 10 kHz to 100 MHz (Figure 4). 

DOUBLE EXPO~E~TIAL PULSE I 
- DURAnffl PUSE MDTH El SEC. 

C - FALLWE El SEC. 

Figure 3. EMP System Waveform MIL-STD461C 
RS05. 

DAMPED SINUSOID 

Figure 4. EMP Subsystem Waveform MIL-STD- 
461CCSlO,11, 12,13. 

Attempts have been made to define the lightning 
stimulus through various specification and adviso- 
ries such as DO-160, Boeing Specs, SAE AE4L, 
FAA AC 20-136 and various modification of these 
documents. The range of waveforms include single 
pulse, multi-pulse and multiple bursts of double 
exponential and damped sinusoid waves (Figures 5, 
6, 7). The levels for the various zones have been 
defined although with some confusion. 

The purpose for the various waveshapes and levels 
is not adequately described in the specification and 
standards so it is not possible to substitute equiva- 
lent waveshapes when test equipment is not avail- 
able to generate the specified waves. All too often 
the tests are waived when the exact waveform is not 
available. The use of equivalent test waveforms is 
an area that has not been rigorously pursued. Em- 
pirical data may suggest that a peak current or 
voltage and a total energy requirement issuff icient to 
simulate a particular threat. In this instance the test 
waveforms may be a rectangular pulse, a double 
exponential or damped sinusoid of equal energy 
waveforms having the same peak current. It is 
interesting to look at the relationship between differ- 
ent rise times for a fixed fall time pulse as shown in 
Figure 8. What appears to be a minor change in rise 
time relates to asignificant change in total energy. It 
cannot be emphasized enough that equivalence of 
waveforms requires detailed analysis. Another fac- 
tor that may have to be considered is the rise time of 
the waveform. Nonlinear devices such as spark 
gaps may not conduct if the rise time is fast and the 
pulse duration short. In this instance consideration 
of the subsystem circuit design must be made before 
selecting an alternate test waveform. The best 
person to define circuit response to alternate wave- 
forms is the designer. When testing is performed on 
thedesigner's turf, involvement of the design team is 
assured. There are no guarantees that equivalent 
waveforms will identify circuit failure modes 100% of 
the time. It has been reported in some tests that rec- 
tangular pulses of agiven energy and peak value will 
not cause circuit failure, yet an equivalent damped 
sine wave test produces failures approximately 10% 
of the time. Figure 9 shows how the energy level of 
a damped sinusoid may be changed by varying the 
Q. This characteristic provides aconvenient method 
of controlling pulse energy level. 

Although alternate means of qualification may be 
through analysis or expert opinion, I maintain that 
one good test is worth a hundred expert opinions. 

SUBSYSTEM TEST EQUIPMENT 
REQUIREMENTS 

Test equipment acceptable for breadboard and 
subsystem testing must possess properties that are 
quite different from the test equipment used for 
system level tests. The obvious difference is that the 
subsystem test stimulus is not a reduced level of the 
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Figure 5. Single Pulse. 

system test stimulus. It is critical that the system 
designer provide the subsystem designer with stimu- 
lus information early in the design cycle so that 
testing can begin as early as the breadboarding 
stage, but definitely not later than the subsystem test 
phase. 

The subsystem test waveforms should be deter- 
mined not only from equivalence considerations, but 
also from the availability of equipment and the wave- 
forms and levels that can be produced by test genera- 
tors suitable for use at the subsystem and bread- 
board levels. 

Test equipment selection should be based upon the 
following characteristics: 

Portability - test equipment should come to the 
hardware to minimize set-up time and to be 
convenient for use by the design team. 

Ease of Use - design personnel should be able 
to operate the test equipment with minimal train- 
ing. The test generators should be as familiar to 
the design group as an oscilloscope. 

Controllability - signal levels, polarities, source 
impedance, and frequencies and Q s  for damped 
sinusoids should be variable. 

Operationally Safe - lethal voltages and energy 
levels are usually present in the test generators. 
Safety features such as interlocks, key switches, 
manual pulsing and standby modes should be 
incorporated. 

Test equipment limitations should also be consid- 
ered by the equipment selector. Test equipment 
weights are typically limited to 150 pounds for hand 
carry units by two people to about 1800 pounds for 
a console that can be wheeled through a standard 
doorway. 

Transient generators which are suitable for generat- 
ing the waveform types previously described are of 
store and dump design rather than of amplifier de- 
sign. Using a low level waveshape generator and a 
power amplifier to generate the desired signal is not 
practical due to the high peak power required from 
the amplifier. A waveform requirement of 10 amp 
peak current through a 100 ohm load calculates to a 
peak power of 10 kW which could be supplied by an 
amplifier of about 5 kW average power. An amplifier 
of this size is very expensive and could only meet the 

904 



lower level waveform requirements. In comparison 
the store and dump design is an order of magnitude 
lower in cost for most of the higher level waveforms. 
In the store and dump generator design, energy is 
usually stored in a capacitor bank and then switched 
(dumped) into a pulse forming network. The switch- 
ing element is either a spark gap or a high voltage 
relay. From practical and safety considerations the 
charging voltages are usually kept below 30 kV. The 
largest contributor to the weight of the generator is 
the energy storage capacitor or capacitors. High 
energy capacitors can store 8J/in3 or 488KJ/m3 at a 
weight of 10 Ibs/KJ. 

24 PULSES IN 2 SEC. 

V V  V' V '  

Figure 6. Multiple Pulses. 

20 - 50 pec.+J 

... 

20 PULSES PER BURST 
24 BURSTS IN 2 SEC. 

Figure 7. Multiple Bursts. 

Figure 8. Time Constant-Energy Factors. 

In order to provide a certain amount of flexibility in a 
test generator, a multiple of capacitors is preferred 
rather than a single large unit (Figure 10) . Smaller 
capacitor units allow reconfiguration of the system to 
generate additional waveforms at low additional 
cost. 

Multiple resistors also offer a certain amount of 
flexibility; however resistor changing is not usually a 
large expense. 

Another consideration for test equipment is the type 
of waveform that is to be generated. The double 
exponential waveshapes usually require a charging 
voltage 15% than the generated voltage while the 
generation of a damped sinusoid requires a charg- 
ing voltage 5% higher than the product of the peak 
waveform and "Q" (i.e., 1.05 x Vp x Q). It is under- 
standable why damped sinusoid generators cost 
more than exponential generators for equal peak 
voltage values. 

The power requirement for the test generator is an 
important factor that usually is overlooked. To gen- 
erate waveshapes by the charge and dump tech- 
nique requires ten to twenty times the energylpower 
that is delivered to the subsystem under test. Al- 
though the peak power produced by the generator 
may be very high, the average line power require- 
ments are within the range normally available in a 
design laboratory environment. A well designed 
transient test generator will produce waveforms that 



will vary less than 10% in amplitude, rise and fall 
times and source impedance over the open circuit to 
short circoit range of the generator. 

3gure 9. Q-Energy Factor. 

Figure 10. Modular Capacitor Design 

CONCLUSIONS 

The increasing application of sensitiieeledronicrs to 
subsystems that are susceptible to damage by light- 
ning requires a new test philosophy. Testing at 
levels below system level is practical and offers 
potential cost savings that can approach several 
orders of magnitude. 

Addiiional efforts are required to define the test 
stimulus that must be applied to subsystems so that 
test waveforms and equivalent test waveforms can 
be defined. Circuit designers must be included on 
the test team in order to ensure that the subsystems 
are pmperly stressed by equivalent waveform. 

Test equipment is available to produce damped 
sinusoids and double exponentials, the mst corn- 
monly specified test waveforms. Selection of test 
equipment must be based on a knowledge of the 
signal generation technique and the variable fea- 
tures of the equipment. Test generators should be 
consideredan essential instrument in thedesign lab. 
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ABSTRACT 

The Idaho National Engineering Laboratory (INEL) has been assisting the 
Federal Aviation Administration (FAA) in developing a database of information 
about lightning. The FAA Research and Development Electromagnetic Database 
(FRED) will ultimately contain data from a variety of airborne and ground- 
based lightning research projects. This paper contains an outline of the data 
currently available in FRED. It also lists the data sources which the FAA 
intends to incorporate into FRED. In addition, it describes how the 
researcher may access and use the FRED menu system. 

INTRODUCTION 

A number of researchers throughout the world have conducted research on 
lightning. In general, once a researcher has published his data and 
conclusions, it is very difficult for other researchers to access that data. 
In the Proceedings of the 1988 International Aerospace and Ground Conference 
on Lightning and Static Electricity [l], Computer Resource Management, 
Incorporated (CRM) reported on the plans which the FAA had for the creation 
of a world-wide database of information on lightning. This paper presents the 
accomplishments made since that time. 

The FAA has solicited data from a number of different sources to be compiled 
in a database. The aim of this database is to unite in one location 
information compiled by different researchers using different equipment with 
different research goals in mind. 

At present, not all data sources contain information for all of the data 
fields in FRED. In addition, as other sources become available, new fields 
may be added to FRED. FRED’ s major function will be to provide a place to 
collect data gathered in lightning studies conducted throughout the world. 
The combined data will then be available to researchers in common format for 
analysis, allowing them to create and test lightning models. 

The minimum objective for FRED will be to provide access so that users can see 
what information has already been collected. They can then use this 
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information to plan future physical or statistical research projects. 

Functions currently available through FRED include average, mean, integration, 
differentiation, maximum, minimum, relative maxima, relative minima, waveform 
plots, and scatter diagrams of combinations of fields. 

Functions anticipated to be available through FRED include fast Fourier 
transforms, standard deviation, correlations, and histograms of combinations 
of fields . 
FRED will provide investigators with the ability to generate reports and 
perform statistical analyses. A number of pre-programmed reports and graphs 
are available to the user. These reports can be selected from the menus. 
Other reports may be available on request from the FAA Database Administrator 
(DBA) : 

FRED Database Administrator, ACD-230 
Flight Safety Research Branch 
FAA Technical Center 
Atlantic City International Airport, NJ 08405 USA 

DATA 

Although a number of data sources have been identified, acquisition of the 
data has not proceeded as rapidly as anticipated. Data have been acquired 
from the FAA (the CV-580 program), from the National Aeronautical and Space 
Administration (NASA) (the F-106 program) and from the Bureau of Land 
Management (BLM). Each of these data sources will be discussed below. If a 
user has an existing body of data, the FAA would be very interested tn 
reviewing it for inclusion in FRED. 

There are three basic types of information contained in FRED: environmental, 
electromagnetic, and waveform data. At a minimum, for each strike, there will 
be both environmental and electromagnetic data. Although FRED allows for 
entry of various items of data, not all sources will have entries in all data 
fields . 
The following sections describe the data fields in FRED. All possible data 
fields are listed along with a description of the data they may contain. In 
addition, the default value for each field is given. In general, the default 
value will be some value that is physically or logically impossible to obtain, 
or will be the letter "U" or the word "Unknown". 

WAVEFORM DATA 

Waveform data consists of data points recorded either by a digital or an 
analog recorder. If the waveform was recorded in analog format, it was 
digitized before inclusion in FRED. 

ENVIRONMENTAL DATA 

Environmental data consists of data describing the environment at the time of 
the strike. Items such as air temperature, or precipitation type and 
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intensity are examples of environmental data. 
environmental data fields and their default or unknown values. 

Table I shows the possible 

TABLE I. ENVIRONMENTAL DATA 

I R  TEMPERATURE 
ION SEVERITY 

FLECTROMAGNETIC DATA 

Electromagnetic data consists of those electromagnetic parameters which can 
be calculated from a waveform or which can be sensed directly. Table I1 shows 
the possible electromagnetic data fields and their default values. Those 
fields whose default value is marked with an asterisk (*) do not have default 
values. 

TABLE 11. ELECTROMAGNETIC DATA 

DEFAULT VALUE I FIELD 1 DEFAULT VALUE I 
* 

OEO 

U 
blank 
-9999 

* 
PEAK VALUE OF PARAMETER 
TIME TO PEAK VALUE OF PARAMETER 
TIME TO HALF MAXIMUM VALUE 
ACTION INTEGRAL blank 
TRIGGER THRESHOLD I= F LL SCALE 

OTHER DATA 

In addition to the data described above, FRED carries other information 
important to the understanding of the lightning event and its measurement. 
There are two basic types of other data, data describing the data source and 
data describing the data collection equipment. These data fields are shown 
in table 111. Those fields whose default value is marked with an asterisk (*) 
do not have default values. 

DATA SOURCES 

CV-580 DATA 

During 1984, 1985, and 1987 the FAA conducted a program to take 
electromagnetic measurements of strikes to an aircraft which was flown in. 
thunderstorms in Florida. This program was conducted jointly with the Air 
Force, the Navy, NASA, the National Oceanic and Atmospheric Administration 
(NOAA), and the Offices Nationales des Etudes et Recherches Aerospatiales 
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(ONERA). The program employed a Convair 580 aircraft specifically hardened 
against lightning. During the course of the program, the aircraft was struck 
approximately 60 times. 

TABLE 111. OTHER DATA 

F I E L D  

SOURCE TYPE 
SOURCE NAME 
PRIMARY RESEARCHER 
RESEARCHER'S A F F I L I A T I O N  
DATE OF FLASH 
TIME OF FLASH 
TIME OF I N I T I A L  SAMPLE POINT 
PENETRATION 
SENSOR LOCATION 
D I G I T I Z E R  I D  
SAMPLING INTERVAL 
SAMPLING WINDOW 
ANALOG RECORDER I D  
MANUFACTURER 

DEFAULT VALUE 

blank 

blank 
blank 

* 

* 
* 
* 
U * 
* 
* 
* 
* 
* 

I 

ENCY RESPONSE L I M I T  
ENCY RESPONSE L I M I T  

SCRETIZATION LEVELS 

M BANDWIDTH 
IRECT RECORD BANDWIDTH 

Three types of data were collected under this program: digital recordings, 
analog recordings, and manually written log sheets. The log sheets contain 
information about the environment: the altitude, temperature, airspeed, and 
precipitation and turbulence conditions. They also contain the date and time 
of the strike and the longitude and latitude of the aircraft when it was 
struck. 

The CV-580 was instrumented with a variety of sensors throughout the aircraft. 
The number, kinds, and locations of the sensors varied from one year to the 
next. These sensors fed both analog and digital tape recorders. The analog 
recorders ran continuously during the flight, except when a tape ran out and 
a new tape was being mounted. Analog recordings were made for 48 of the 
strikes to the aircraft. The analog signals were converted to digital 
representations by Electro Magnetic Applications, Incorporated (EMA). This 
effort is described in an internal FAA report [ 2 ] .  The digitized analog data 
and the data from the log sheets were entered into FRED by the staff at the 
INEL. 

NASA F-106 DATA 

Between 1981 and 1986, NASA conducted a program to study lightning at high 
atmospheric levels. An instrumented F-106 aircraft was flown into storm 
clouds. Data was collected on strikes near the aircraft, as well as strikes 
directly to the aircraft. Although both analog and digital waveforms were 
collected, only the digital will be incorporated into FRED. Additional data 
consists of environmental and other data similar to that collected under the 
CV-580 program. 

BLM DATA 

The BLM collects lightning location data on strikes in 11 western states of 
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the United States. This data consists of date, time, location, and peak 
current. A s  a result there is no waveform data from this source. Data for 
1985 through 1990 will be included in FRED. 

FRED 

FRED will be housed on equipment at the INEL Supercomputing Center (ISC) in 
Idaho Falls, Idaho. Figure 1 shows the relationships among the various 
components used to store or access FRED. 

--- 1 

lmogen 

1 <*I @TI 

User's 
Terminal 

lNfL LTN 

Nehork 

sen 
?&Itif% 
engineering 
netwoik 

FIGURE 1. FRED ENVIRONMENT 

The environmental data reside on a MicroVAX system and are accessed through 
the ORACLE relational database management system. The waveform data are 
stored offline on nine-track magnetic tapes. The user may request that 
waveforms be mounted for his review. The CYBER/Imagen system is used to 
generate waveform and statistical plots at the INEL. These waveform requests 
are handled through FRED. 

To gain access to FRED, the user will request permission from the FAA DBA and 
complete the forms for INEL computer access. 

FRED is a completely menu-driven system. The user makes selections and enters 
information on menu screens. Through FRED the user may view the environmental 
data for individual strikes, generate reports covering many or all strikes, 
plot data from selected strikes, and view or plot waveforms. 
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WELCOME SCREEN 

The access to some of the data provided to the FAA for inclusion in FRED has 
been restricted by the original data owner. If a user’s access to some data 
has been restricted, the user will see a restriction message in the Welcome 
Screen. 

The Welcome Screen will also show the last time FRED was accessed by this 
User-ID and the last time FRED was updated. These dates allow the user to 
determine if the database has been changed since his last access, or if 
someone else is using his ID. From the Welcome Screen, the user can go to the 
User Menu or exit the system. 

USER MENU SCREEN 

The User Menu Screen (shown in figure 2) allows the user to select browsing, 
querying, and listing functions. These functions are selected by typing the 
appropriate number in the Selection field. Pressing the <EXIT> key causes the 
user to be logged off the system. 

2 - Query by Range Limits with Plot, Statisttcs, 
3 - Waveform Processing 

Report and Data Losdlng Capabllltles 

Selection: 

Press C W I T  to invoke relectlon 
Press EXIT to exit system 

FIGURE 2. USER MENU 

The first function on the User Menu allows the user to browse among the 
records which are available to him in FRED. Selecting this option causes the 
system to display the Summary Data screen (shown in figure 3 ) .  

The user may scroll through the information about sources of data available 
in FRED. When the user has selected the source he wishes to use, he may 
scroll up and down through the flashes for that source. For each source there 
will be many records in the Flash file. Each record will correspond to one 
strike of lightning. 

When the user has identified the flash in which he is interested, he may move 
to the Electromagnetic Data block. When the curser is positioned in the 
Electromagnetic Data block, the user may scroll through the electromagnetic 
data records for the selected flash. For each flash there may be many records 
in the electromagnetic data file. Each record will contain information 
collected by one sensor from this one strike of lightning. 
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Sumnary Data Selection by Source and Flash 

Source Type Airborne 
Source Name CV-580 

Affiliation FAA. AF. NASA, NOAA. TSSI 
Researcher Glynn, Burkett, Jafferis, Mazur, Rearer 

Flash ID 2 Flash Date 30-JUL-87 Time 19:08:23 
Strike Type Direct Attachment Airspeed 170 knots 

Attach Point Not Avallable Altitude 140 x lOOft 
Detach Point Not Available Latitude 28:28:54 N 

Turbulence Severity Light Longitude 80:42:47 W 
Precipitation Severity UnKnown Air Temp. 1 degrees C 

Initial Strike T i m  19:08:22.9442125 

Electrical Phenomena Visible Lightning 

Precipitation Rain 

Prmis C M I T  to produce a report 
Press EXIT to go back 

Icing 

Press NXTREC/PRVREC to scroll within a block 
Press NXTBLK/PRVBLK to move between blocks 

FIGURE 3 .  SUMMARY DATA SCREEN 

If a waveform has been recorded for this sensor, the user may also elect to 
look at information about the waveform. Invoking the waveform information 
calls the Electromagnetic Data screen, shown in figure 4 .  

t L m  D ata for FLASH 10 - -  JUL 81 14 . .  . .  44 52 

Waveform ID 11 Analog Recorder ID 1 
Sensor ID 9 Digftizer ID 1 

Peak Rise 1.52680€+09 Peak Array LOC. 256181 
Time to Peak 8.26900E+O6 nsec Peak Rise Location 356386 

Full Width at Half 3.72000E+05 nsec Time to half max. 5.00000E+02 
Time to Half Max. 8.14400€+03 nsec Sampling Window 1.04858E+03 
Trigger Threshold -9.99900E+03 Saturation Threshold 8.88320E+03 

Sensor Location Left Wing Sensing Parameter I-L 
Peak Value 1.54849€+03 A 

Full Scale -9999 Saturation U 

Conversion Factor l.OOOOOE+OO Number Points 2097152 
Data Scale Factor 1.00000E+00 

Action Integral 2.44145E+03 Amp2/sec2 Integration Start Point 141415 
Charge Transfer 1.08510E+01 C Integration Stop Point 356386 

sensor Scale Factor 2.50000€+02 Record Scale Factor 6.94000E+00 

>res?. CONMIT to produce a report Press DUPLICATE RECORD to load this waveform 
press EXIT to go back 

FIGURE 4 .  ELECTROMAGNETIC DATA SCREEN 

The Electromagnetic Data screen shows the user information about the waveform 
selected in the Summary Data screen. The bottom block contains information 
only if the sensor for the selected waveform is a current or "I" sensor. The 
other blocks will contain information for all waveforms. After viewing the 
data, the user may return to the previous menu to select another Source, 
Flash, or Electromagnetic Data record. The user may also produce a report of 
the waveform or request that the waveform be loaded onto the CRAY from the 
Electromagnetic Data screen. 

Ouerv Screen 

The second function on the User Menu allows the user to select data from FRED. 
The selected data may then be viewed, plotted, reported, or used for 
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statistical analysis. Selecting "2" causes the system to display the Query 
screen (shown in figure 5 ) .  

Query Limits: Min to Max 

Air Temperature -9999 5 degrees C 

A1 ti tude -9999 145 x lOOft 
Airspeed -9999 229 knots 

Latitude 999:999:99 U 28:54:17 N 
Longitude 999:999:99 U 80:42:06 W 

Dates 11-JUL-84 04-Aug-87 

Selections 
1 - Query 
2 - Display Queried Results 
3 - Plot Using Query Limits 
4 - Statistical Analysis 
5 - Report Queried Results 
6 - Reset Defaults 

When this screen is invoked for the first time, the total counts reflect the 
total number of strikes of the relevant type in FRED. In addition, the query 
limits for each parameter are set to the minimum and maximum values in FRED. 
In general, if a numeric value is not known, it is set to the most negative 
value possible for the field. Alphabetic values are set to blank or "U" if 
unknown. 

In addition to the six selections offered on this screen, the user may change 
values in any of the parameter fields. After changing any of the limiting 
parameters, the user may restore the original defaults by typing a "6" in the 
Selection field. This results in the restoration of the screen to the 
original values, but does not perform a query. As a result, the data which 
has already been retrieved is not reset. If the user resets the defaults and 
then tries to display the queried results without invoking a query first, the 
data will remain the same. 

Typing a "1" in the Selection field of the Query screen issues a "query" to 
the database management system. An ORACLE query selects data from the 
database using the selection criteria and the limits displayed on the screen 
at the time the query is invoked. When the query is invoked, FRED will count 
the total number of flashes and the number of positive and negative flashes 
resulting from the query, These numbers will be displayed in the top block 
of the Query screen. 

Typing a "2" in the Selection field will display the queried results by 
invoking the Source and Flash screen (shown in figure 6 ) .  If no query has 
been made, the Source and Flash screen will be displayed, but it will contain 
no data. It is imperative, therefore, that the user issue a query by invoking 
selection "1" before selecting this option, even if the user is interested in 
browsing through the entire set of FRED data. 

Typing a "3" in the Selection field of the screen invokes the Graphics Menu 
screen shown in figure 7. This screen allows the user to plot the data 
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contained in the displayed limits. (The user need not execute a query to 
select the data.) The user may select a number from one to eight . 
corresponding to the plots listed on the screen. 

Strike Type Direct Attachment Airspeed 170 knots 
Attach Point Not Available Altitude 140 x lOOft 
Detach Point Not Avaflable Latitude 28:28:54 N 

Press CONMIT to produce a report 
Press EXIT to go back 

Press NXTREC/PRVREC to scroll within a block 
Press NXTBLK/PRVBLK to move between blocks 

FIGURE 6 .  SOURCE AND FLASH SCREEN 

I Graphics Menu 

1. Peak Value Vs. Latitude 
2. Peak Value Vs. Longitude 
3. Peak Value Vs. Temperature 
4. Peak Value Vs. Altitude 
5. Peak Rise Vs. Latitude 
6. Peak Rise Vs. Longitude 
7. Peak Rise Vs. Temperature 
0. Peak Rise Vs. Altitude 

Selection: 
Press COMMIT t6 invoke selection 
Press EXIT to go back 

FIGURE 7. GRAPHICS MENU 

When the user has made his selection, the system displays a Plot Customization 
screen. This screen allows the user the change the defaults used in creating 
the plot. When the user is satisfied with the information on the Plot 
Customization screen, the system will ask the user to select the device on 
which the plot is to be displayed. If the user wishes to display the plot on 
his terminal, the terminal must be compatible with Tektronix equipment. 

When the plot is completed, the user returns to FRED by typing "quit" and 
"logout". 

Typing a "4" in the Selection field of the Query screen and pressing <COMMIT> 
invokes the SQL environment. This environment allows the user to write his 
own SQL queries. The resulting 
reports are shown in figures 10 and 11. 

A sample plot is shown in figure 8 .  

Two sample queries are shown in figure 9. 
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1987 rJVS80 Strlke 2 Channel 2 
Optical Sensor 1 

30.0 

20.0 

10.0 

0.0 

I 

-10.0 

I 

0 llR8 0 Z38 0 .I 40 a =a 
-80.0 

rime (a) 
Peak Ares. No Decimation 

FIGURE 8. SAMPLE FRED PLOT 

I 
select action-integral,altitude,air-temperature 
from i param,flash,emd 
where i param.waveform-id-emd.waveform id 
and emdyf lash-id=f lash. flash id 

- 
- 

/ 

select action-integral,altitude,air-temperature 
from i param,flash,emd 
where T-param . wave f orm-id-emd . waveform id 
and emd.flash id=flash.flash id 
and action-integral- (select &ax( action-integral) from i-param) 

- 

/ 

FIGURE 9 .  SAMPLE SQL QUERY 
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ACTION-INTEGRAL ALTITUDE AIR-TEMPERATURE 

494457 145 4 
698.7231 145 4 

2132.234 143 -9999 
3266.51  143 -9999 

20671.44 143 -9999 
321279.8 145 4 

438.3188 145 4 
465.3078 145 4 

250568.6 145 4 
188269.5 143 -9999 
327443.9 143 -9999 

- - - - - - - - - - - - - - -  - - - - - - - - - -  - - - - - - - - - - - - - - -  

ACTION - INTEGRAL ALTITUDE AIR-TEMPERATURE 

291.5429 -9999 - 9999 
218833.3 -9999 -9999 
754749.2 140 5 

811.6994 140 5 
486.4361 140 5 

422767.4  140 5 
759333 140 5 

523.8895 140 5 
456.807 140  5 

456773.4  140 - 3  
1055345 140 - 3  

- - - - - - - - - - - - - - -  - - - - - - - - - -  - - - - - - - - - - - - - - -  

68 records selected. 

FIGURE 10. PARTIAL REPORT FROM FIRST SAMPLE QUERY 

FIGURE 11. REPORT FROM SECOND SAMPLE QUERY 

Typing a ”5” in the Selection field invokes the Report screen. This screen 
allows the user to select a report to be displayed and printed. The user will 
be prompted to enter the name of a file into which the report will be saved. 
This file will remain in the user’s FRED directory. Management of these 
report files is accomplished through the waveform processing option. Files 
remain resident on the GRAY until the user chooses to delete them. 
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The report selected is displayed on the user’s screen. 
to capture the data for reprinting. 

This allows the user 
A sample report is shown in appendix A. 

Waveform, Processing 

The third function on the User Menu allows the user to review the waveforms 
which have been loaded into his directory. Selecting ”3” causes the system 
to display the Waveform Processing Menu screen (shown in figure 12). The 
Waveform Processing Menu allows the user to see and manage a listing of the 
waveforms he has had loaded into his directory. Because of space and cost 
limitations, the waveform data is stored offline on nine-track magnetic tapes. 
If the user wishes to view or manipulate a particular waveform, he asks to 
have it loaded onto the CRAY computer. Depending on the workload at the time 
he issues his request, it may take an hour or more to process this request. 

I waveform Processing Menu I 

1 - Liot/Delete Waveforms Loaded in Your FRED 
Directory on the CRAY System 

BLM 
CRM 
DBA 
FAA 
FRED 
INEL 
NASA 
NOAA 
ONERA 

2 - Waveform Graphics 
3 - Waveform Statistics 

1 I 

Selection: 

Press COMMIT to invoke selection 
Press EXIT to exit system 

1 I 

FIGURE 12. WAVEFORM PROCESSING MENU 

ACRONYMS 

Bureau of Land Management 
Computer Resource Management, Incorporated 
Database Administrator 
Federal Aviation Administration 
FAA Research and Development Electromagnetic Database 
Idaho National Engineering Laboratory 
National Aeronautical and Space Administration 
National Oceanic and Atmospheric Administration 
Offices Nationales des Etudes et Recherches Aerospatiales 
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THE NEW SECTION 23 OF D0160C/ED14C 
LIGHTNING TESTING OF EXTERNALLY MOUNTED 

ELECTRICAL EQUIPMENT 

B J C Burrows 
Lightning Test and Technology, Culham Laboratory, Abingdon, Oxfordshire, 

OX14 3DB, England 

1 INTRODUCTION 

This paper introduces the new Section 23 which has only very recently been fully 
approved by the RTCA for incorporation into the f i t  revision of D0160CED14C. Full 
threat lightning direct effects testing of equipment is entirely new to DOl60, the only existing 
lightning testing is transient testing for LRUs by pin or cable bundle injection methods (see 
Section 22(l)), for equipment entirely contained within the airframe and assumed to be 
unaffected by direct effects. This testing required transients of very low amplitude compared 
with lightning itself, whereas the tests now to be described involve full threat lightning 
testing, that is using the previously established severe parameters of lightning appropriate to 
the Zone, such as 200kA for Zone 1A as in AC20- 136w Direct effects (ie damage) testing 
involves normally the lightning current arc attaching to the object under test (or very near to 
it) so submitting it to the full potential for the electric, mechanical, thermal and shock damage 
which is caused by high current arcing. 

Since equipment for any part of the airframe require qualification, tests to 
demonstrate safety of equipment in fuel vapour regions of the airframe are also included. 

SUMMARY OF EQUIPMENT INCLUDED AND EXCLUDED FROM THE 2 
TESTS OF SECTION 23 

Examples of equipment covered in these tests are:- aerials (antennas), exterior lights, 
air data probes, anti-ice and de-ice equipment, and sensors. Likewise, electrical and 
electronic equipment such as lights and fuel quantity probes, and pumps mounted on fuel 
tanks and exposed to direct or swept strokes are covered by this section. Mechanical 
devices, for example fuel filler caps, are not covered. 

Equipment such as aerials that are protected by a dielectric covering specific to that 
item and exposed directly to lightning attachment is included in the tests, but any aircraft 
specific dielectric covers over aerials such as radomes, etc, used for a specific aircraft to 
cover one or more aerial systems are not included. (Tests to radomes are given in other 
standards eg, CLM-R163(s, MIL STD 1757Ac4), etc.) 

3 CATEGORIES OF EQUIPMENT 

Equipment is categorised as for the familiar lightning testing described in other specs 
((2), (3), C4), using the Zone numbers as category numbers. Thus, equipment in Zone 1B 
is in category 1B etc. In addition to the five familiar lightning Zones (lA, lB, 2A, 2B, 3) 
there is an additional category, X, which is used to designate equipment for which lightning 
effects are insignificant or inapplicable. 

Equipment for use in fuel vapour regions requires special tests to determine freedom 
from sparking in the fuel vapour region when the equipment is subject to the appropriate 
Zone currents. Thus, equipment for any of the categories above may also be subjected to, 
and pass, the fuel vapour region tests, which allows the addition of the suffix 'F' after the 
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category, and thus the use in 'fuel vapour' designated areas, or any other area, of the 
airplane. 

4 NOVEL TEST I!&THODS FOR DIRECT EEFECTS TESTING 

Section 23 includes four areas for which either new tests are described, or 
significantly improved and more closely specified tests are described. These are as follows: 

4.1 HIGH VOLTAGE TESTS 

These tests are to determine the surface flashoverbreakdown properties of specimens 
with dielectric covers. The novel features are the specification of the preferred waveform 
(using the V, voltage and the UDVTM), and the specification of the test geometry using 
large electrodes instead of ones with an unspecified size as previously. As well as the 
preferred one, two alternative voltage waveforms are also described, one a fast rising 
waveform of lOOOkV/ps & 50% and also a slow rise waveform, going to peak between 50- 
250ps, with breakdown to occur at or around peak voltage. The waveforms are shown in 
Figures la), b) and c). 

These three test methods are not exactly equivalent, the first and the third are likely to 
give close results, but owing to the very high rate of rise of the second method significantly 
different test results might occur which are believed by some to be not so typical of lightning 
attachment to aircraft components. This test method was put in to provide consistency with 
the existing test specifications (eg Reference 4) but is not as satisfactory as the other two. 

Significantly different test results occur depending on the specification of test 
electrode size. Hitherto a rod electrode has been widely used but this is not ideal since it 
encourages the pre breakdown streamer to occur from itself, followed by rapid breakdown, 
instead of streamering from the test object. A large profiled electrode as in Figure 2 coupled 
with waveforms a) or c) promote streamering from the test object and not from the electrode 
and prevent unrealistic puncture of that point of the test object nearest to the electrode, as 
occurs with a pointed electrode and a fast rise waveform of unlimited amplitude. 

The other aspect of the test method is the Specification of the electrode sizes and 
spacings as a function of the test specimen size. This prevents either unrealistically short 
gaps, or unnecessarily long gaps to be used, the former giving biased results, the latter 
requiring excessive voltages. 

4.2 HIGH CURRENT TESTS OVER DELECTRICS 

No previous test specification has called for full threat high current tests along side of 
a dielectric cover, where high voltage tests have shown that a surface flashover occurred. 
Section 23 specifies such a test by requiring that high current tests are done to demonstrate 
freedom from damage on the test object when an arc is initiated (using the appropriate current 
waveforms according the Zone) along the line of any flashovers. This is done by supporting 
and initiating wire (with a diameter of 0. lmm) between 5 and 15mm from the surface along 
the line of the flashover and driving the lightning test current components through it, so 
fusing the wire and causing an arc at that position. This test will then show freedom (or 
otherwise) from blast, shock and thermal effects of the arc. 

Considerable difficulties could occur with very long arcs for very large objects in 
maintaining components C current for the full duration owing to the large arc drop; and 
stability of the arc is a problem owing to the effect of return conductors which have a very 
strong influence on component B and C arcs and their movement. 
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4.3 FUEL SYSTEM TESTS 

The section of fuel vapour tests describes, in considerable detail, how to perform 
these tests, and new material from recent work in the UK and elsewhere are included in these 
test requirements. Two main methods of detecting sparking or arcing are suggested, namely 
(i) photographic methods and (ii) gas mixture ignition tests. 

Photographic and other optical methods have many advantages for engineering and 
certification tests on the equipment owing to the ease of identifying the location of sparks of 
sufficient energy which can be divided into voltage sparks or thermal sparks. By contrast, 
gas methods only reveal that there was at least one spark somewhere in the gas volume of 
sufficient energy to cause ignition. Previously, photographic methods have been too loosely 
defined for adequate spark detection, eg, by saying that .... "using a camera with an aperture 
of U4.7 with 3000ASA film that sparks can be detected adequately". This is not the case 
unless the camera lens focal length and maximum distance to the spark are specified, or 
alternatively and more simply, by specifying the maximum field of view available at the 
spark distance. The latter method is the most useful, and lm is recommended as the 
maximum field of view, see Figure 3. This then specifies the minimum size of image on the 
film and the minimum amount of light that will be incident on it. Very importantly Section 
23 also requires that for any variants in photographic technique, it must be demonstrated that 
the technique employed can detect 200pJ sparks, including the effect on the sensitivity of 
mirrors, where used for obtaining views of possible sparking sources hidden from direct 
view of the camera. The limitation on field view, which for a given lens in a given camera 
implies a maximum lens to spark distance, must not of course be exceeded by the sum of the 
lens to mirror plus mirror to spark site distance. Accurate focusing in any case requires these 
distances to be the same for all sites observed by one camera. 

are presented to assist in making the test more definitive. The two important details are that: 
a) the gas mixture ignitability should be checked with a 1,5 to 2.0mm long 200pJ spark, 
and shown to have a high ignition probability, and b) the most useful gas for making a 
mixture of high ignition probability with a 200p.J spark is ethylene/air in a 1.3 to 1.4 
stoichemetric mixture. Other gas mixtures such as propane/air are not sensitive enough 
unless oxygen enrichment is used. 

The typical test set up is shown in Figure 4. This shows the usual high current 
connections, etc, and also the method used to ensure that the gas mixture is correct by 
incorporating a test cell in the output pipe with a repetitive calibrated spark. Note also the 
use of purge gas in the blackout region containing the camera to ensure that the whole 
blacked out volume will not contain the ignitable gas mixture. 

having a gas enclosure around the object on the inside within the camera volume. 

important, to limit the violence of any ensuing explosion. 

commence. 

For gas mixture ignition tests additional details compared with those hitherto used, 

For flush mounted objects the typical set up illustrated will be modified somewhat by 

In all cases where an explosion is possible the provision of a blow out panel is 

Pass/fail criteria for the tests will be specified in the test plan agreed before the tests 

4.4 CONDUCTE D ENTRY TESTS 

For these tests a double transmission line set up is suggested as shown in Figure 5. 
This allows the maximum surface current densi8 levels to be established which are flowing 
past the test object by scaling from the current, I, and the perimeter, p, of the electromagnetic 
field tight box. For fairly closely spaced return conductors (ie, S I 0.5W), the surface 
current density JS is given approximately by: 

94-3 



where p is in metres. Î 
s P  

J = - A / m  

A value of JS = 5 0 W m  is recommended in Section 23. 
These tests are unlikely to be necessary for anything except fuel vapour region 

components, and will demonstrate if sparking occurs at the fixing interface to the skin. 

5 DESCRIPTION OF LIGHTNING ZONES 

A word of explanation is required to explain the meaning of the terms 'high 
possibility' and 'low possibility' where used for the lightning zone definitions. A 
mathematically correct description would be to use the term 'probability' instead of 
possibility since probability law and statistics in mathematics does not use the rather 
subjective term 'possibility'. The word probability is intended, but owing to an objection to 
its use from the FAA, the unfortunate substitute was possibility. In each case in these zone 
definitions where the word possibility is used it should be mentally converted to probability 
and will make proper statistical meaning. 

6 SUMMARY AND CONCLUSIONS 

The new Section 23 fills a gap in the standards required for adequate lightning testing 
of aircraft components. Although progress on providing a complete set of technically sound 
lightning standards is good, there are still many required for satisfactory definition of the 
comprehensive range of tests. These additional areas are being looked at by the WG3 1 
technical committee of EUROCAE in Europe and by SAE AE4L in the USA. 
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Test Objeci ~ - - l - ~ -  

Note: The ground plane may be either a very broad flat one,  
or one with a profited edge of wid th  t4.  

For tu> 21 I Test Set-up For LV and For el,> W- 

Dimensions and t1>100rnrn andru>lOOmm 

Gap and Electrode Dimensions for  High Voltcge Tests 

Notes: The toferanca f o r  1-  is +20% 
L - OX 

The values for  t 3  and 14 are’ minimum values. 

FIGURE 2 TEST ARRANGEMENT AND DIMENSIONS FOR HIGH VOLTAGE TESTS 
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ESIGN OF LIGHTNI~G 

M. Dargi, E. Rupke, K. Wiles 
Lightning Technologies, Inc., USA 

This paper describes the steps and procedures necessary to achieve a successfid lightning-protection design for a state-of-the-art Full- 
Authority Digital Engine Control (FADEC) System, The engine and control systems used as examples in this paper are fictional, but the 
design and verification methods are real, Topics discussed include applicable airworthiness regulations, selection of equipment transient 
design and control levels for the engine/airframe and intra-engine segments of the system, the use of cable shields, terminal-protection 
devices and filter circuits in hardware protection design, and software approaches to minimize upset potential. Shield terminations, 
grounding and bonding are also discussed, as are the important elements of certification and test plans, and the roles of tests and analyses. 
The paper includes examples of multiple-stroke and multiple-burst testing. The paper concludes with a review of  design pitfalls and 
challenges,andstatus ofapplicable test standardssuchasRTCAD0-160, Section22. This paper will be presented in two parts; Part1 - Design, 
and Part I1 - Verification. 

1. 
Developedintheearly 1970sformilitaryaircraft,electro~o 

flight and engine-control systems have found increasing appli- 
cation in the commercial fleets of the world. Systems such as 
Full-Authority Digital Engine Control (FADEC) and Fly-By- 
Wire (FBW) not only perform flight-critical and essential 
functions, but do so independently of mechanical or hydraulic 
backup. Currently operating commercial transport aircraft such 
as the Airbus A320, McDonnell Douglas MD-11, and Boeing 
B747-400 use full-authority electronics for engine control and 
some aspects of flight control. Other systems are under devel- 
opment. 

Because FADEC and FBW systems are flight-critical, they 
are required by regulatory agencies to withstand the effects of 
a severe lightning strike to the aircraft. This paper describes and 
interprets the current airworthiness regulations and standards 
pertaining to lightning protection and provides a technical 
discussion of the steps that should be taken to achieve a 
successful protection design. This paper also reviews several 
design problems and ways to overcome them. Methods to veri@ 
adequacy of these designs are treated in a sequel paper [l], 

F SYSTEMS 
Typical FADEC andFBW systems share many features that 

are important from a lightning-protection standpoint. In gen- 
eral, both types of systems are designed to convert pilot-input 
data, such as control stick or throttle-lever movement, into 
digital signals which are receivedby actuators at the appropriate 
engine controls or flight-control surfaces. 

Both types of systems have similar configurations: 
The systems are widely distributedthroughoutthe airframe, 

with controls in the cockpit electrically connected to actuators 
as far as the tail and wingtips. 

* FADEC and FBW systems usually receive electric power 
from the aircraft power distribution buses, which are also 
distributed throughout the aircraft. 

0 The systems interface with cockpit displays, and often with 
general-purpose digital data buses. 

*The systems aresometimes connectedto externally mounted 
sensors and actuators. 

Block diagrams of generic FBW and FADEC systems are 
shown in Figures 1 and2. Figures 3 and4 show typical locations 
of system components and interconnecting wiring within an 
aircraft and an engine, respectively. 

A full FBW system controls the three main axes of flight - 
pitch, roll and yaw - by adjusting ailerons, rudder, elevators, 

flaps, trim-tabs, etc. For each of the pilot’s controls, the FBW 
system includesaforcetransducerthat converts thepilot’sstick, 
pedal or lever motion into electrical signals. These signals are 
transmittedto a computerandvoterunit (0 which reads not 
only all the data being supplied by the pilot commands, but also 
data sent by aircraft motion sensors (including gyros and air- 
data probes) and control-surface position indicators. The C W  
regularly consists of three or more separate processors operating 
on separate channels, sometimes asynchronously. The voter 
unit polls the independent processors for agreement. 

This redundancy is a safety feature but it does not in itself 
provide adequate protection against lightning because ligntning- 
induced effects appear simultaneously in all channels of inter- 
connecting wiring and thus have the potential to damage 
components in all channels at once. 

The C W  computes the optimum changes to make in the 
various control-surface positions in order to accomplish the 
pilot’s commands and maintain pre-programmed flight param- 
eters. In addition to the above connections, the C W  is also 
connectedto the pilot’s display panels and to the aircraft’s main 
power systems, including one or more engine-driven generators 
and one or more batteries. The computer sends the appropriate 
electronic signals to secondary actuators near the control sur- 
faces. 

The secondary actuators (SA) translate the electrical signals 
from the C W  to mechanical motion of the flight-control 
surface. The SA will typically consist of an electrically acti- 
vated servovalve to operate the hydraulically powered control- 
surface actuators. There are also differential transducers which 
provide the C W  and main cockpit display with feedback 
information on the position of the control surfaces. 

FADEC systems also include cockpit controls and interfaces 
with other cockpit avionics, as well as engine-mounted compo- 
nents, which usually include the electronic control unit ( E O  
whosefunctionistothat of theCW inanFBWsystem.Usually, 
a FADEC system is comprised of two channels, designated A 
andB, at each engine. The C W  interfaces with engin-mounted 
sensors and actuators, and with cockpit avionics. The intercon- 
necting wire harnesses often follow different routes between 
engine and cockpit to protect the system against damage from 
anexploding engine,etc. This is refen-edto asdisbursedrouting. 
Instead of control surfaces, as found in FBW systems, FADEC 
systems typically control engice fuel flow, stator vane position, 
exhaust nozzle configuration, etc., to optimize engine perfor- 
mance and economy. 
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FIGURE 1 Typical FB W System 

Computer Voter Unit 
and Cockpit Interface 

FIGURE 2 Typical FADEC Block Diagram 
I 

I ,,------; 

‘ Electronic Engine Control 
FIGURE 3 FADEC Wire Harness Distribution u 

I 

FIGURE 4 Engine Harnesses 

Both systems provide many challenges to the lightning- 
protection engineer. The amount and length of interconnecting 
wiring harnesses makes them susceptible to lightning indirect 
effects, and the location of some components near aircrafl 
extremities results in potential susceptibility to direct lightning 
effects. The magnitudes of induced transients are difficult to 
predict because of the dificulty of describing most wiring 
installations in circuit or mathematical terms that can be 
analyzed. These complexities make numerical modeling of the 
waveforms and currents which might be expected in the systems 
very difficult. Mathematical analysis currently can predict only 
orders of magnitude, which are of use in formulating design 
goals but inadequate for verification of all but the simplest of 
systems. 

3.0 REGULATIONS 
Airworthiness certifying authorities around the world assume 

that during the operational life of an aircraft, lightning strikes will 
occur. Over the years, the Federal Aviation Administration (FAA) 
has developed several Federal Aviation Regulations (FAR) [2] 
which pertain to lightning. These are listed in Table I, and include 
FAR 25.581, which states, for transport category aiicraft: “The 
airplane must be protected against catastrophic effects of lightning.” 
Of more particular interest to engineers concerned with electronic 
control systems isFAR 25.1309 whichrequires that ‘Theequipment, 
systems, and installations whose functioning is required by this 
subchapter, must be designed to ensure that they perform their 

intended functions under any foreseeable operating condition.” 
While not mentioned by name in this regulation, lightning is consid- 
ered a foreseeable operating condition. To preclude any question of 
the applicability of FAR 25.1309 to lightning protection, the FAA 
has required lightning protection of flight-critical and essential 
avionics through the imposition of special conditions and issue 
papers. A special condition is written by the FAA (or similar 
certifying authority in another country) expressly for a particular 
aircraft (or modification) and has the same force and effect as a 
published regulation. An issue paper delineates a safety issue of 
particular concern to the FAA, and requests the applicant to address 
this issue and respond to the FAA with details. Thus, an issue paper 
has somewhat less force than does a special condition. 

To avoid questions as to the applicability of FAR 25.1309 to 
lightningprotection,theFAAwillshortlyissueFAR25.1315,which 
is similar to 1309 but pertains specifically to protection of avionics 
against the effects of lightning. It is the first such regulation to be 
issued by the FAA, and will obviate the need for special conditions. 

This new regulation will define critical functions as those whose 
failure would contribute to or cause a condition which would prevent 
the continued safe flight and landing of the airplane. Critical func- 
tions must not be affected when exposed to lightning, Essential 
functions are those whose failure would contribute to or cause a 
condition which would significantly impact the safety ofthe aircraft 
or the ability of the flight crew to cope with adverse operating 
conditions. Essential functions must be protected to ensure that the 
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TABLE 1 US. Federal Aviation Regulations 

Vehicle Type and Regulations 
Aircraft Rotorcraft 

General Transport Normal Transport 
Aviation 

Airframe......... 23.867........ 25.581......... 27.610... .... 29.610 
Fuel System. ..... 23.954......... 25.954......... 27.954 ....... 29.954 
Other Systems .... 23.1399 ........ 25.1309........ 27.1309D..... 29.1309B 
Avionics ......................... 25.1315 

function can be recovered in a timely manner after beiig exposed to 
lightning. 

Neither FAR 25.1309 nor the forthcoming FAR 25.1315 define 
the lightning environment for designandcertificationpurposes. This 
is found in FAA Advisory Circular 20-136 [3] which will be 
discussed in more detail later in this paper. 

Lightning protection requirements for general aviation aircraft 
and general and transport categoryrotocraft are included in Parts 23, 
27 and29, respectively, ofthe U.S. Federal Aviation Regulations [4], 
[5], [6]. The basic requirements are similar to those in Part 25, 
although application (and enforcement) of them to general aviation 
(Part 23) aircraft has not been as extensive. Lightning-protection 
regulations forrotocraft are also similar to the transport aircraft (Part 
25) requirements, and the recent introduction of FBW and FADEC 
systems to these vehicles has prompted renewed attention to the 
helicopter lightning-protection requirements. 

Military aircraft and rotorcraft must either comply with FAA 
standards or Mil-Stds 1757A and 1795A, depending on their role. 
MIL-STD-1795A describes the protection requirements and the 
lightning environment, and MIL-STD-1757A presents verification 
tests methods. Both are the same as the FAA requirements for civil 
aircraft. MIL-STD-1795A is ofinterest becauseit extendsprotection 
beyond flight-criticaYessentia1 systems to include those systems 
whose failure could endanger mission success, or result in excessive 
maintenance costs, on an optional basis. These mission and mainte- 
nance factors, ofcourse, are ofequal concern to ownerdoperators of 
civil aircraft, but are not a part of the civil-airworthiness require- 
ments. 

Translation of these regulations into specific aircraft design goals 
is left to the manufacturer. However, in order to obtain certification, 
the manufacturer must verify that the aircraft and its systems are 
protected against catastrophic effects from lightning in accordance 
with these regulations, 

4.0 STA S 
Beyond the regulations, the FAA has issued Advisory Circulars 

(AC) that provide more detailed information on how to achieve 
successhl compliance with the FARs. The first lightning-related AC 
was 20-53 [7] that dealt with lightning protection of fuel systems. 
However, the FAA recognized that this did not cover other systems, 
so in 1972 the Society of Automotive Engineers Committee on 
Electromagnetic Compatibility was asked to forma subcommitteeto 
develop improved aircraft lightning-protection standards. Thiscom- 
mittee was designated SAE AE-QL. 

Over the years, the committee issued several reports which did 
much to define the threats posed by lightning and to recommend 
design practices and test methods required to ensure protection. Of 
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particular importance to electronic control systems is the SAE 
Committee Report AE4L87-3, called the Orange Book, which was 
adoptedbytheFAAin 1990asAC20-136.Thesubjectis“Protection 
ofaircraft electricallelectronic systemsagainst the indirect effects of 
lightning.” 

This AC defines the electrical characteristics of lightning for use 
in design and verification of protection against lightning indirect 
effects. ThisAC includesrecent additionsto theenvironment that are 
important to indirect-effects protection, including multiple strokes 
and multiple bursts which are described in [8]. In addition, AC 20- 
136 furnishes the engineer with procedural steps which can be 
followed to achieve and verify a successful design. These steps, as 
they apply to I11-authority electronic control systems, are discussed 
in following sections of this paper. 

5.0 INDIRECT EFFECTS 
Sincemost parts ofan FBW or FADEC system are installed inside 

an airframe, lightning indirect effects are ofprimary concern. These 
effectshavebeendescribedfullyelsewhere[9], [lo], [11],[12] and 
include voltages and currents induced by changing magnetic fields 
and/or structural voltages in the interconnecting wiring associated 
with FBW and FADEC systems. 

Of particular concern to digital systems is the potential for upset 
of data processing and control hct ions due to the effects of the 
multiple-stroke and burst environments. Whereas shielding and 
other protection approaches may control induced transients to non- 
damaging levels, the low-level transients that remain intermingle 
with them, resulting in erroneous commands. There will be as many 
transients as there are strokes or pulses in the “multiple” environ- 
ments,and thesemay change or upset computer-generatedwords and 
commands. In one well-documented case, a single additional bit 
induced by a lightning strike to an Atlas-Centaur rocket launched by 
NASA from Cape Canaveral resulted in a hard-over guidance 
command and loss of the vehicle shortly after liftoff [ 131. 

6.0 DIRECT EFFECTS 
Electronic control systems may also be exposed to the direct 

attachment of the lightning channel to externally mounted sensors, 
such as air-data probes or actuator parts. Another concern is the 
puncture of non-conducting skins, resulting in direct lightning 
current flow intocontrolsystemcomponents. Directeffectsmay also 
be caused by lightning currents being transferred to the electronic 
systems via cables or power supplies shared with unrelated non- 
critical components such as antennae, probes or lights. It is the 
responsibility of the lightning-protection engineer to identify pos- 
sible current paths of direct entry of lightning currents to the system. 



ESIGN 
The most successful lightning-protection design programs occur 

when the process is conducted in alogical series ofsteps. As outlined 
in AC 20-136, the steps are: a) Determine the lightning strike zones. 
b) Establish the external lightning environment for the zones. c) 
Establish the interior environment. d) Identify the aircraft flight- 
criticavessential systems and equipment. e) Establish Transient 
Control Levels (TCL) and Equipment Transient Design Levels 
(ETDL). f )  Design protection. g) Verify protection. The balance of 
this paper describes steps a through f. Step g is the subject of a sequel 

LIGHTNING 

There are five defined lightning-strike zones which are defined as 
follows: 1) Zone 1A Initial attachment point with low possibility of 
lightning channel hang-on. 2) Zone 1 B: Initial attachment point with 
high possibility of lightning channel hang-on. 3) Zone 2 A  A swept- 
stroke zone with low possibility of lightning channel hang-on. 4) 
Zone 2B: A swept-stroke zone with high possibility of lightning 
channel hang-on. 5) Zone 3: Those portions of the aircraft that lie 
within or between the other zones, which may carry substantial 
amounts of electrical current by conduction between areas of direct 
or swept-stroke attachment points. 

The location of the zones varies from one aircraft design to 
another, anddependsupon aircraft geometry and operational factors. 
Therefore individual assessments must be made for each aircraft. 
Methods of determination are described in [14]. 

The lightning currents to be expected in each zone are shown in 
Table 2. 

TABLE 2 Current Components Applicable in Various 
Zones 

Until recently, Zone 1A was identified as extending only 18 
inches aft of the leading edge extremities such as engine inlets. 
However, in-flight experienceandlaboratory testsofscalemodelsof 
aircraft have shown that Zone 1A may be extended up to 6 meters aft 
of leading edges. Thus, most surfaces of wing-mounted nacelles are 
located within Zone 1A and subject to the fmt return stroke, current 
component A. Trailing edges of engine nacelles and exhaust ducts 
are in Zone 1 B, where all four components of the lightning environ- 
ment are experienced. Flight-control surfaces have similar expo- 
sures, depending on their location on the aircraft. 

It must be remembered that structures and components inside 
surfaces in most zones are in Zone 3 and are exposed to the effects 
of conducted currents. Figure 5 shows typical zones on a wing- 
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I FIGURE 5 Typical EngineDJacelle Zones 

mounted engine nacelle. 
Oncezoneshavebeen established foraparticularaircrafi design, 

they should be documented on a drawing of the vehicle with 
boundaries identified by appropriate station numbers or other 
notation. It is appropriate for the applicant to review and obtain FAA 
concurrence for the zone drawings since these determine the spe- 
cific components of the lightning environment that the system must 
withstand. 

Of essential concern to the aircraft designer is the identification 
of the various zones and surface materials through which the flight- 
critical electronic control systems pass. This will aid in determining 
the direct and indirect effects to be expected and the protection 
methods required, as will be discussed later in this paper, 

7.2 b) ESTABLISHING THE 
EXTERNAL LIGHTNING 
ENVIRONMENT 

The results of recent research into characteristics of lightning 
encountered by aircraft has focused attention beyond the effects of 
cloud-to-earth lightning, to include the additional characteristics of 
intracloud and cloud-to-cloud lighting strikes, especially as they 
may affect electronic systems. Whereas the amplitude and action 
integrals of the currents in these strikes are usually less than those 
associated with cloud-to-earth flashes, other aspects, such as peak 
ratesofchangeofcurrent andmultiplicity ofpulses, are ofparticular 
concern. 

The most significant of these results is the multiple-burst light- 
ning environment, composed of a large number of comparatively 
low amplitude pulses, characterized by high rates of change (up to 
2x101*a/s) andshortduration(between 1 and lOmicroseconds),and 
occurring randomly over the lifetime of the lightning flash. 

Multiple-burst phenomenon is now added to the cloud-to-earth 
lightning environment which includes the four basic current compo- 
nents and the multiple-stroke environment based on components A 
and D/2, as follows: 

Component A Initial High Peak Current Component B Inter- 
mediate Current Component C: Continuing Current Component D: 
Restrike Current Multiple Stroke (Component A, followed by 23 
Components D/2) 

The multiple-burst environment, or Component H, as described 
in AC 20-1 36 Appendix 111, has a peak current of 10 kA and a peak 
rate of rise of 2x10" a/s. 

For evaluation of the indirect effects of lightning to sensitive 
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aircraft electronics, it is necessary to consider both the multiple- 
stroke and multiple-burst environments, in addition to the basic 
indirect effects arising from Component A. This is because the 
succession of D/2 strokes or H pulses may induce corresponding 
pulses in data transfer circuits, for example, causing upset or 
cumulative damage to sensitive systems or devices, as noted previ- 
ously. 

E INTERNAL 

A lightning strike injects a wide assortment of electric currents 
into the airframe, some of which reach hundreds of thousands of 
amperes. These currents diffuse throughout conducting structures 
and are accompanied by changing electromagnetic fields, which can 
also penetrate to the interior of the aircraft. 

The fields and structural IR voltages constitute the portion of the 
internal lightning environment which causes the voltages and cur- 
rents on interconnecting wiring that in turn appear at sensitive 
equipment interfaces. In some cases, electromagnetic fields within 
the aircraft may penetrate equipment enclosures and compromise 
system operation. 

The mechanisms whereby lightning currents and magnetic fields 
interact with electrical and electronic systems are illustrated in 
Figure 6. 

components that are distributed throughout the aircraft, verification 
of compliance relative to functional upset involves consideration of 
the overall lightning environment to which the system is exposed. 
Functional upset can be a particularly important issue for digital 
processor-based systems in modern aircraft. 

Determiniig the interior lightning environment is generally 
considered the responsibility of the a-rrframe designer. However, 
sophisticated electronic control systems and equipment now beiig 
employed in aircraft, and the use of composite skins, necessitate a 
closer working relationship between the airframe designer and the 
equipment designer to fidfill the design goals of adequate lightning 
protection and aircraft performance and economy. 

Two methods are generally accepted in determining the internal 
environment: Numerical analysis, as described in detail in [ 151 and 
experimental analysis [ 161. Numerical analysis methods, which are 
still in their relative infancy, are often validated by comparison with 
test data on simple airfi-ames and/or wiring installations, and then 
extended to address more complex installations. 

The difficulty here is that in the extension, complex installations 
may introduce factors that affect computed results by at least one 
order ofmagnitude; yet these factors are not quantified and therefore 
neglected. Figure 7 shows the type of situation that can be analyzed, 
and a real-life installation this approach is sometimes intended to 
represent. 

Electromagnetic interference, from such sources as radio trans- 

+ Magnetic flux interacts with mterconnectmg cables 

FIGURE 6 Lightning Interaction With A/C 

The passage of current between fuselage and engine nacelle 
creates a potential difference (voltage) between the flight deck and 
engine-mounted computer. In an aircraft constructed of conven- 
tional aluminum, resistance is primarily in the fuselage/wing, wing/ 
pylon and pylon/engine joints. Whereas these resistances are small, 
lightning-stroke currents of 200 kA can produce IR voltages of 
several hundred volts. These structural IR voltages may drive 
currents into interconnecting wires between electronic components 
in the cockpit and nacelle. 

The lightning currents in the airframe are accompanied by 
changing magnetic fields which increase and decrease in amplitude 
along with the lightning current. A portion of these fields may 
penetrate through apertures in the fuselage, wing, pylon and nacelle 
and induce voltages in unshielded interconnected wiring or currents 
in the shields of shielded cables. 

The multiple-burst environment is not necessarily a salient factor 
in a damage assessment, but can be the primary factor in a system 
upset, Since major electrical/electronic systems are composed of 
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a. single wire along spar 

b. single equlvale6t circuit (can b e  analysed) 

I-- - wire harness 

c. factors that affect analysis results 
1 .  presence of neighboring wires in bundle 
2, structural elements 
3. shield termination methods 
4. actual loads 

FIGURE 7 Simple Analysis Versus Actual Installation 



mitters or radar systems, presents a different coupling mode than that 
of lightning. EMI, though present in the external environment, with 
the possibility ofcoupling with the intemalenvironment, requiresno 
special protection methods. An aircraft employing proper lightuing 
protection methods will exclude adverse EM1 effects. 

7. 
G 
A 

are not l i i t e d  to: 
* Engine parameters 
* Wing anti-ice system 
0 Aircraft power 
* Fuel-flow electrical 
* Flight instruments 
0 Warning lights power 
0 Stall barrier 
0 Audible tone generator 
* Communication system(s) 
* Engine fire determination 
* Navigation capabilities 
In additionto identifj4ng systemsandequipment, amajor consid- 

eration forthe designer isto determine their locationsand therouting 
of wiring within the aircraft and review the location of interfacing 
equipment which is not critical or essential but may provide an 
indirect (back door) for substantial lightning-induced transients. 
These transients may propogate from externally mounted probes or 
devices on the aircraft or be routed from regions with intense 
magnetic fields. 

Complexintegratedavionic systemsmany times display avariety 
of functions of which some may be criticavessential, while other 
functions are only supplementary and, if lost, will not significantly 
degrade the level of safety. Failure or loss of certain noncritical and 
non-essential information may be acceptable as long as the critical/ 
essential functions are maintained. The identification of critical/ 
essential functions should be the determining factor for what systems 
or portions of a system must remain operable or no affected by the 
lightning event. 

The determination of flight-criticaVessentia1 functions and equip- 
ment should be a formalized policy. Generally, it is best to have 
inputs into this list from not only system designers but from other 
support groups suchas reliability (failure-mode analysis) groups and 
flight-test operations. This becomes very important since flight test 
may be required to demonstrate the ability to safely operate the 
aircraft from the criticaVessentia1 equipment list. Thus the critical 
and essential systems (or equipment) listing becomes a key certifi- 
cation issue which should be well conceived and agreed to by 

The Transient Control Level philosophy was originally inspired 
by the Basic Insulation Level (BIL), or transient coordination 
philosophy, used successfully in the electric power field for many 
years. The TCL approach follows the BIL approach to transient 
coordination in that targets or specifications relative to transients 
should be assigned both to those who design electronic equipment 
and to those who design wiring to interconnect such equipment, 
rather than allowing things to develop by chance. The TCL philoso- 
phy is illustrated in Figure 8. 

+ equipment transient 

' equipment transient 
design level (ETDL) 

[- -1 susceptibility levels 
I I 

margin 

transient control I_ I 
I levels (TCL) r,l 

levels 

Interconnecting Electrical/ 
Wirina Electronic - 

Equipment 

FIGURE 8 Relationships Between Transient Levels 
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It encompasses the following: 
0 Actual Transient Level: Ensuring that the actual transient level 

produced by lightning or any other source of transient will be less 
than that associated with the transient control level number assigned 
to the cable designer. The cable designer's job is to analyze the 
electromagnetic threat that lightning would present and to use 
whatever techniques of circuit routing or shielding are necessary to 
ensure that the actual transients produced by lightning do not exceed 
the values specified for that particular type of circuit. 

* Equipment Transient Design Level: The ETDL establishes the 
levels of transients that must be tolerated by the equipment within a 
system. This tolerance can be achieved, of course, by inherent 
hardness or tolerance of the electronic devices within the equipment 
or by installation of surge-protection devices (SPDs) at the equip 
ment terminals. The purpose of these SPDs is to limit incoming 
transients to levels that can be tolerated by equipment and compo- 
nents. 

Prediction of the actual transient levels during the system design 
phase is dificult because ofthe large number ofindividual wires and 
installation configurations that abound in any complex system. 
Therefore, there will always be apossibility of some wires or circuits 
experiencing higher transients than those which have been predicted 
by analysis during the design phase or even those which have been 
measured during tests of 111 vehicles. In the latter case, it is never 
practical to measure transients in every single wire due to time 
constraints. 

This topic of margins is very important, and one which the 
regulatory authorities have not formulated definite policies on. That 
is, the amount of the margin is uncertain in some cases. In general, 
the greater the degree of confidence that one has in the actual 
transient levels, the smaller the margin can be. Conversely, ifactual 
transient levels, and therefore transient control levels, have been 
established purely by estimation or analysis techniques, or by 
similarity with other designs and not by test, then the authorities 
require use of a larger margin. 

Margins as small as 50 percent and as large as 10-1 have been 
required in the past. Recently, several advanced flight- and engine- 
control systems have been certified with a margin of 2-1 when the 
actual transient levels in interconnecting wires have been measured 
and verified by aircraft tests and when the capability of the equip 
ment to tolerate the transient design levels have also been verified by 
test. 

Further discussion ofrecommended test techniques will appear in 



Selection of the most appropriate method is challenging since it 
depends on the ultimate use of the data and the state of development 
ofthe aircrafi. A simulationtechnique that imposes all features ofthe 
lightning in a proper time sequence is desirable but this may not be 
effective for subsystems or for providing design data. It is especially 
important that the simulation technique provide data on the system, 
subsystem or component equipment on line replaceable unit (LRU) 
responses that can be extrapolated to the values that occur when the 
aircrafi is exposed to the real lightning environment. 

Transient design and control levels are best defined in terms of the 
waveshapesand amplitudes ofinducedvoltageandcurrent transients 
that appear at interfaces between equipment and interconnecting 
wires. Specifically, this means the transients that appear on equip 
ment connector pins. In most cases, lightning strikes will induce the 
maximum levels of transien ting wires and 
airframe ground. Therefore, transients will 
nearly always appear between connector pins and case ground. Thus 
it is usually preferable to design the equipment transient design 
levels as the levels of transients that must be withstood by the 
equipment between incoming connector pins and equipment case 
ground. 

This is often referred to as a pin specijkulion. Of c o w ,  in any 
complex system there will be many wires and pins interfacing with 
each piece of equipment. These wires will extend to varied locations 
within the aircrafi and will experience varying amplitudes and 
waveshapes of transients. In addition, these circuits may themselves 
operate at a different or varied system voltage levels. For example, 
some incoming wires bring 115 V or 28V aircraft power to the 
equipment. Others, however, only transmit very small signal volt- 
ages whose amplitudes do not exceed 1V or 5V. Thus it oftenmakes 
sense to establish more than one transient design level for a single 
piece of equipment with the individual levels being related to either 
the function of the incoming circuit and connector pin or the routing 
of that circuit through the aircraft. 

Thus, for example, for a typical flight-control computer, one 
transient design level could be established for incoming 11 5V AC 
power circuits, a second level might be established for incoming 28V 
DC aircraft power circuits, and a third equipment transient design 
level could be established for incoming or outgoing signal and 
control circuits. 

Frequently, each of these functions passes through the same 
multi-pin connector. In this example, a single connector can have 
pins which must withstand differing equipment transient design 
levels. 

But in all cases, the levels would be defined as follows: 
a A waveshape 
* A peak voltage 
e A peak current 
The voltage referred to above is the maximum voltage which 

would be expected to appear at the open-circuit terminals of the 
interfacing wire with no load. This is referred to as the open-circuit 
voltage as shown in Figure 9 (a), The current specification is the 
maximum current expected to be induced in the same interconnect- 
ing circuit(s) when that circuit is shorted to ground at the equipment 
as in Figure 9 (b). Of course, in most cases, the load within the 
equipment is a finite impedance, so that neither the open-circuit 
voltage nor the short-circuit current will appear at the equipment in 
an actual lightning strike event as shown in Eigure 9 (e). But if the 
transient design level specification is described in this manner, then 
the proper amplitude of transient will appear at the equipment 
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The importance of ETDLs applicable to the equipment connector 
pins is that it establishes the transient levels which equipment 
components must withstand without burnout. This is the very basic 
and most important part of the ETDL specification for flight critical 
and essential equipment. Compliance with pin specifications will 
require proper selection of equipment components and/or the appli- 
cation of surge-suppression devices. A hrther discussion of protec- 
tion devices is contained in Design Protection section of this paper. 

Verification of compliance with pin ETDL requirements usually 
means the application of a pin-injection test as described in [I]. In 
this test, transients are applied to pins individually. This means that 
the equipment cannot be interconnected with other equipment on the 
test bench. A pin specification and pin-injection test are not capable 
of evaluating the synergistic effects that may occur due to the 
simultaneousapplication oftransients onall incoming circuitsandat 
all connectors within the system. It is therefore usually necessary to 
specify a second type of ETDL which is applicable to a filly 
interconnected and operating system, 

This second ETDL i s  often a bulk cable current specification 
which defmes the waveshape and amplitude of the total current 
expected to be induced in the cables which interconnect the various 
components of the system, such as those which connect the flight- 
control computer to secondary actuators in a flight-control system. 
For this purpose, a bulk cable current waveshape, such as waveform 
1 or 5, as shown in AC 20-136 is often selected together with a peak 
amplitude. Amplitudes of bulk cable currents induced on intra- 
engine cables ofa MI-authority digital engine control system would 
range in the thousands of amperes, whereas the amplitudes of bulk 
cable currents circulating in cables installed within an aluminum 
fuselage might be less than 100 amperes. 

Bulk cable current specifications are most appropriate for cables 
in which the bundle ofwires in enclosed within an overall shield or 
in which most of the circuits are enclosed within individual shields, 
and these shieldsaregrounded to equipment cases at eachend. In this 
case, of course, the lightning magnetic fields induce voltages and 



currents in the loop between the cable shields and the airframe. In 
some cases, cables may not simply extend between two pieces of 
equipment but may branch and extend from one piece of equipment 
such as a computer to several remote items such as actuators and 
sensors. In these cases, care must be given to selection of realistic 
current levels. For example, the bulk cable current at the computer 
end of such a cable would be the sum of the bulk cable currents 
entering each of the accessories which are fed from branches of this 
same cable, 

The bulk cable current specification is viewed as a system 
specification, both from a component-damage and system-upset 
perspective. Cable shields, connectors, equipment cases and compo- 
nents within the equipment must, of course, withstand the effects of 
the specified currents flowing on the cable shields. Currents on 
shields will, of course, produce transient voltages in conductors and 
at equipment interfaces within those shields. These transients will be 
lower in amplitude than they would be were the shields not present 
or ungrounded. Nonetheless, these transients still exist and in some 
cases may reach damaging levels. Also, induced transients which do 
not meet damaging levels may still be capable of upsetting digital- 
processing circuits, especially when it is recalled that there will be 
more than one transient produced by an individual lightning flash. 
The bulk cable current specification therefore enables realistic 
induced transients to be induced simultaneously in all cables and 
conductors within a system. And if for verification purposes this 
ETDL is applied in a multiple-stroke or multiple-burst mode, it is 
indeed possible to evaluate system upset possibilities and/or verify 
that the system will not upset when exposed to the specified ETDL. 

For interconnecting cables which are not shielded it may not be 
appropriate to specify a bulk cable current or at least a bulk cable 
current by itself. In these cases, the cable ETDL may be specified as 
both an open-circuit voltage and a short-circuit current. In this case, 
the open-circuit voltage is the voltage that would appear between the 
ends of all interconnecting wires and airframe ground when discon- 
nected from the equipment. The short-circuit current factor is the 
total current that would flow from all connectors to airframe ground 
when these connectors are shorted to airframe ground at the equip 
ment. Thus in this latter case the short-circuit current factor can be 
viewed as the sum of the short-ciurcuit currents in all the individual 
wires within the cable bundle. 
7.5.2 OTHER ASPECTS OF ETDL 
SPECIFICATIONS 

It must be remembered that whereas ETDLs are defined as a 
single waveform, they do appear asmultipletransientsbecauseofthe 

* depending on coupling mode 

@ This is defined as an 

- equipment interface specification 
(for damage tolerance) 

- bulk cable current specification 
(for system upset tolerance) 

FIGURE 10 Multiple Stroke Flash 

fact that lightning flashes inject more than one stroke or pulse of 
current through the airframe with each stroke or current pulse 
producing a corresponding transients. This aspect of the lightning 
environment has been defined as the multiple-stroke and multiple- 
burst environment in AC 20-136. Therefore whenever at ETDL is 
defined, it must be viewed as amultiple-transient threat as illustrated 
in Figure 10. 

The fmt of these pulses is at the specified ETDL level and the 
second through the 24th of which are either at onshalf or one-fourth 
of the specified ETDL depending upon the coupling mode. Subse- 
quent transients which are predominantly due to changingmagnetic 
fields would be one-half of the original ETDL. Transients which are 
predominantly due to structural IR effects are onefourth of the 
amplitude of the original ETDL. 

Thus the equipment componentsmust be designed and verified to 
withstand the first ETDL transient but the subsequent 23 transients 
at reduced levels. Test and analysis methods for verification and 
compliance with this multiple-stoke specification are discussed 
more fblly in [l]. 

Damaging effects of the subsequent stroke components of the 
multiple-stroke environment are significant and do need to be 
accounted for in equipment design and in the selection of surge 
protection devices which will be discussed in the following section. 

The damaging effects of multiple-burst transients are usually 
negligibleandneednot be consideredin selection ofcircuit elements 
or SPDs. However, the multiple-burst transients are important from 
an upset standpoint. 
7.5.3 PITFALLS IN ETDL SELECTION 

One method of defining ETDL for system equipment has been to 
define the characteristics of a transient which is applied between an 
equipment case and a test bench ground when that case has been 
elevated from ground. In this case, a short cable($ is attached to the 
equipment and grounded through simulated loads a short distance 
away from the equipment. Verification is achieved by applying the 
specified transient between the equipment case and test bench 
ground. Unfortunately, one cannot be certain of the value of the 
levels of actual transients applied to specific pins or electronic 
devices within the equipment because in most cases there exist one 
or more ground wires or grounded shields between the equipment 
and the simulated loads a short distance away. 

These wires inevitably accept most of the transient energy and 
leave the remaining conductors relatively unexposed. Unfortu- 
nately, the method just described has been formalized in several 
industry specification and test requirements, including RTCA DO- 
160, [ 181 and many equipment vendors have received the misleading 
impression that compliance with such a specification indicates that 
their equipment can indeed tolerate an ETDL at its interface@) as 
described earlier in this section. 

Nothing could be further from the truth. Also, unfortunately, 
potential users ofsuch equipment have been led astray and given the 
false assumption that equipment thus qualified is capable of tolerat- 
ing actual transient levels that appear between individual wires and 
airframe ground. Fortunately, industry standards-writing groups are 
taking a second look at these methods and clarifying the results 
obtained from them as compared with the pin specification. 

Flow charts demonstrating logical progression of steps toward 
integration of design at the airframe and component levels are shown 
in Figure 1 1 .  
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7.6 f) DESIGN PROTECTION 
To minimize the possibility ofupset or damage, the ETDL should 

be higher than the TCL allowed to appear at equipment interfaces. In 
cases where the TCL plus the defined margin exceed the transient 
design level, additional protection must be provided. The optimum 
protection design is based on many factors, including level of 
required and provided protection, cost, weight, impact on production 
schedule, impact on vehicle performance, maintenance, reliability 
and ability to withstand other natural and man-made environments. 

In general, the objective of the protection design is to: 
0 Reduce the level of the transient that reaches the vulnerable 

0 Decreasevulnerability o fthecircuits by increasing their damage 

0 Increase the design margin by combining elements ofthe above. 
Design techniques commonly used to reduce transient levels 

include shielding, cable routing, circuit wiring type selection, tenni- 
nal protection and dielectric isolation. Techniques that decrease 

electric or electronic circuit. 

and upset thresholds. 
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circuit vulnerability include circuit designs with high damage levels, 
high-level logic, and use of hardware and software techniques to 
increase circuit upset tolerance. 
' In order to make an electronic system immune to the effects of 

lightning, it is almost always necessary to make judicious use of 
shielding on interconnecting Wiring and to provide proper grounding 
of these shields. 

Of the different types of shields, the solid shield inherently 
provides better shielding than does a braided shield, and a spiral- 
wrapped shield can be far infxior to a braided shield in performance. 

In severe environments, braided shields using two overlapping 
courses of braid may giveshielding performance approaching that of 
a solid-walled shield. 

Conduits should not be relied upon for protection against indirect 
effectssincethey may ormay not provide electromagnetic shielding. 
Only if the conduit is electrically connected to the aircraft structure 
will it be able to carry current, and thus provide shielding for the 
conductors within. 

The presence of a shield grounded at only one end will not 
significantly affect the magnitude of the voltage induced by chang- 
ing magnetic fields, although a shield may protect against changing 
electric fields. While a shield may keep the voltage at the grounded 
end low, it will allow the common mode voltage on the signal 
conductors to be high at the unshielded end. 

Shieldingagainstmagnetic fieldsrequirestheshieldtobegrounded 
at both ends, in order that it may carry a circulating current. It is the 
circulating current that cancels the magnetic fields that produce 
common mode voltages. 

There is some virtue in staggering spacing between multiple- 
ground points on a cable shield, since it is theoretically possible that 
uniform grounding can lead to troublesome standing waves if the 
shield is illuminated by a sustained frequency interference source. 
Also, the cable may be exposed to a significant amount ofmagnetic 
field over only a small portion of its total length. If the shield is 
multiple-grounded, the circulating currents will tend to flow along 
only oneportion ofthecable,whereasifitisgroundedat onlythetwo 
ends, current is constrained to flow the entire length of the cable. 

The requirement that a shield intended for protection against 
lightning effects must be grounded at both ends raises the perennial 
controversy about single-point versus multi-point grounding of 
circuits. For many reasons, mostly legitimate, low-level circuits 
need to be shielded against low-fi-equency interference. Most com- 
monly, and usually legitimately, the shields intended for scch low- 
frequency interference protection are grounded at only one end. 

A fundamental concept, often overlooked is that the physical 
length of such shields must be short compared to the wavelength of 
the interfering signals. Lightning-produced interference, however, is 
usually broad-band and includes significant amounts of energy at 
quite high frequencies - frequencies higher than those the typical 
low-frequency shields are intended to handle. This conflict isusually 
too great for both sets of requirements to be met by only one shield 
system. 

Most commonly, both sets of requirements can be met only by 
having one shield system to protect against low-frequency interfer- 
ence and a second to protect against lightning-generated interfer- 
ence. The lightning shield can usually consist of an overall braided 
shield on a group of conductors, with this overall shield being 
grounded to the aircraft structure at least at the ends. Within the 
overall shield may be placed whatever types of circuits are needed. 
Such an overall shield is shown in Figure 12. Other types of 



overall shield (OAS) 

produced by lightning current are the lowest, and by avoiding 
placement in the region where fields are the highest. For example, 
since the most important type of coupling from the outside electro- 
magnetic environment to the inside of the aircraft is through aper- 
tures, it follows that equipment should be located as far from major 
apertures as possible. 

One main goal is to locate electronic equipment toward the center 
of the aircraft structure, since the electromagnetic fields tend to 
cancel toward the center of any structure. Other goals include 
locating equipment away from the outer skin ofthe aircraft, particu- 
lady the nose; and, if possible, electronic equipment should be 
located in shielded compartments. 

Of particular importance to aircraft using large amounts of 
composite materials is the type of shelf upon which electronic 
equipment is located. Shelves are called upon to provide ground 
planes or reference surfaces for electronic equipment, and thus it is 
essential that they be highly conductive and well-bonded to the 
aircraft structure. 

Some basic principles apply: 
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FIGURE 14 Frequency Considerations 

I FIGURE 12 Ground Connections for Shields 

equipment case -1 

grounding for shields are shown in Figure 13. 

The closer a conductor is placed to a metallic ground plane, the 
less is the flux that can pass between that conductor and the ground 
plane. 

* Magnetic fields are concentrated around protruding structural 
members and diverge in inside comers. Hence, conductors located 
atop protruding members will intercept more magnetic flux than 
conductors placed in comers, where the field intensity is weaker, 

Fieldswillbeweakerontheinterior ofau-shapedmemberthan 
they will be on the edges of that member. 

a Fields will be lowest inside a closed member. 
Circuit protection devices can sometimes be used to limit the 

amount of electrical energy that a wire can couple into a piece of 
electronic equipment. While one can seldom eliminate interference 
through the use of circuit protection devices, when judiciously used, 
they can virtually eliminate physical damage to electronic devices. 
Protective devices should be incorporated into a piece ofequipment 
at the time it is built, not added after trouble has been experienced. 

Circuit protection devices, described in [ 191 include: 
= Switching devices 
0 Non-linear devices 

Circuit interrupters 
* Spark gaps 
* Metal oxide varistors 
e Zenar-type diodes 

Reverse-biased diodes 
Frequently a spark gap and a MOV, or an MOV and a surge- 

protecting diode, are used together to provide added protection. The 
higher energy device is connected close to the point where the surge 
may enter thesystem, and thelower energy device isconnected close 
to the more sensitive components. The principle is that the high- 
energy device provides the primary protection and diverts the major 
portion of the surge energy, while the lower-energy device provides 
protection for the residual transients. 

Protective devices cannot be operated directly in parallel since 
the device with the lowest clamping voltage would carry all the surge 



~~~~~~~~ 

One of the most important considerations in the control of 
lightning-related interference through proper circuit design lies in 
the fundamental observation that a device with a broad bandwidth 
can interceptmorenoiseenergythan can anarrow bandwidthdevice. 
Some of the considerations that derive from this observation are 
contained in Figure 14. 

Thenoiseproducedbylightninghasabroad frequency spectrum. 
Equipment is damaged or caused to malfunction in accordance with 
the total amount of energy intercepted. In a lightning flash there may 
be plenty of energy left in the megahertz and multimegahertz region 
to cause interference. The energy that is available for damage or 
interference may wellbe concentrated in certain frequency bands by 
the characteristic response of the aircraft or the wiring within the 
aircraft. 

The studies of types of interference produced in aircraft by the 
flow of lightning current have shown that the lightning energy 
excites oscillatory frequencies on aircraft wiring, particularly if the 
wiring is based on the Single-point grounding concept. If at all 
possible, the pass bands of electronic equipment should not include 
these frequencies, as does the hypothetical pass band shown in Figure 
14 (d). Higher or lower passbands wouldinherently bebetter than the 
one shown. As an extreme example, shown in Figure 14 (e) fiber 
optic signal transmission operating in the inhred region avoids the 
frequency spectrum associated with lightning-generated interfer- 
ence almost completely. 

Once the ETDLs have been established, it is important to look at 
the protection design of individual equipment fiom a system stand- 
point when possible, and some intelligent decisions can be made. 

If a system is protected on an independent basis where SPDs are 
installed at each end of a circuit, there is the potential for burning out 

remote LRU 
rl I 

computer 

Note: Majority of Voltage appears at remote LRU. 

FIGURE 15 Component Utilizing Electrical Isolation 

the SPDs at both ends of the circuit. Therefore, placing SPDs at 
interfaces of all LRUs within a system is not always a good idea. It 
adds weight and cost to the equipment. Instead, there are several 
alternatives which make sense froma system design standpoint. One 
is applying an SPD at one end of a circuit and utilizing electrical 
insulation between incoming elements and case ground at the other 
end, as illustrated in Figure 15. 

Because of that insulation, no current flows. Because no current 
flows, no current flows through SPDs at the computer end and they 
are not stressed. The SPDs are there in the rare event that atransient 
might appear there, but they are not stressed by short-circuit currents 
because the remote ends of the circuit conductors are insulated from 
ground. 

A variation consists of SPDs used at the computer as before. 
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When complete insulation is not possible in the remote LRUs, it is 
possible to install series impedance at the interfaces of the remote 
LRU. Thus, in this particular case, some current will flow in the 
circuit, but the current will be l i i t ed  by the series resistance to a 
level which is safe enough so that SPDs in the computer do not burn 
out. 

When either of these two approaches is employed for protection 
design, it is essentialthat bothLRUsbeassignedthesame ETDL and 
that both be verified by test, specifically by the pin-injection test 
describedearlierandwhichwillbed~cussedf%herin[l].Whenthe 
pin-injection test is applied to the computer interface, the open- 
circuit voltage of the test set will be clamped to the rated clamping 
level ofthe SPDs in the computer and current will flow through them. 
This current will be limited by the short-circuit current factor in the 
ETDL specification and, ofcourse, the SPDsmust be able to tolerate 
this amount of short-circuit current to pass the test. At the remote 
LRU, the same test set is applied to the connector pins of the same 
circuit. In this case, the entire test set voltage which is the ETDL 
open-circuit voltage level, will appear between incoming pins and 
case ground because there are no SPDs and no other elements or 
connections between incoming circuits and case ground. Thus the 
insulation between LRU circuit elements and case ground must be 
capable of tolerating the full ETDL voltage level. 

A major challenge facing FADEC and Fl3W system designers 
concerns the performance of system software in the presence of 
indirect lightning effects. [20], [21], [22], [23]. Circuits should be 
designed to tolerate momentary logic upsets and to return to normal 
operation after a transient. Designers should avoid circuits that latch 
up in an abnormal mode, and use logic with high transitional levels 
wherever possible. 

In a practical sense, upset is very difficult to prevent by shielding 
because the signal levels must be reduced to below the level of the 
logic voltage (usually a very low signal of 5 to I2V). Protection 
devices cannot be used because the devices, if they are set below the 
logic level, would effectively upset the logic. Upset hardening is 
often handled by software that allows the upset to occur but ensures 
that it will not be catastrophic to the aircraft or its operation. Optical 
isolation equipment is effective in reducing upset. 

Following are a few examples of the software techniques that 
should be considered to minimize upset: 

* Program execution from random access memory (RAM) is 
undesirable. 

* Exit from temporary loops must be guaranteed. 
e Return from all possible interrupts is mandatory. 
* Use system cross-checking and process redundancy that in- 

volves multiple execution of a process and comparison of results. 
* Use checkpoint rollback where critical information is periodi- 

cally and routinely recorded on a backup or redundant-storage 
medium. 

0 Use plausibility checks that verify that information being 
processed or the result of computation fall within realistic bounds. 

Use timeouts for certain operations to occur. 

This paper has discussed the first six steps in the lightning 
protection certification process. The sequel paper, “Certification of 
Lightning Protection for a Full-Authority Digital Engine Control,” 
discusses the verification process in detail. 

8.0 CONCLUSION 
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CERTIFICATION OF LIGHTNING PROTECTION 
FOR A FULL-AUTHORITY DIGITAL ENGINE CONTROL 

M. Dargi, E. Rupke, K. Wiles 
Lightning Technologies, Inc., USA 

1.0 INTRODUCTION 
As discussed in “Design of Lightning Protection for a Full- 

Authority Digital Engine Control” [l], FADEC systems present 
many challenges to the lightning protection engineer. In addition, 
verification of the protection-design adequacy for certification pur- 
poses presents additional challenges. In particulary close coordina- 
tion between the airtiame manufacturer and the suppliers of systems 
and subsystems is required. 

The basic requirement of the certification plan of a FADEC 
system is to demonstrate compliance with Federal Airworthiness 
Regulations (FAR) 25.1309 [2] and 25.581. Certain FAR Issue 
Papersmaybe applicableandthe forthcomingFAR25.1315 [3] will 
clarify some ambiguities in the FARs pertaining to lightning protec- 
tion of flight-critical andessential systems. These FARs are intended 
for transport aircraft, but there are equivalent sections for general 
aviation aircraft, normal and transport rotorcraft. Military aircraft 
may have additional requirements. 

The criteria for demonstration of adequate lightning protection 
for a FADEC system includes the procedures outlined in Federal 
Aviation Administration (FAA) Advisory Circular (AC) 20-136 
“Protection of aircraft electricaVelectronic systems against the indi- 
rect effects of lightning.” [4] As FADEC systems, including the 
interconnecting wiring, are generally not susceptible to direct attach- 
ment of lightning currents, this paper deals primarily with the 
verification of protection against indirect effects. 

It is the responsibility of the airFrame manufacturer or system 
integrator to provide the overall assurance of adequate lightning 
protection. However, it is often the case that the airframer’s ceitifi- 
cation plan will refer to test or analysis plans conducted by system 
suppliers. 

2.0 VERIFICATION METHODS 

accomplished by the following procedures: 
Verification of protection against lightning indirect effects is 

1. Demonstrating that actual transient levels in the 
interconnecting wiring do not exceed theestablishedTCLs 
for the wiring. 
2. Demonstrating that the individual equipment will tolerate 
the ETDLs without component damage. 
3. Demonstratingthat interconnectedandoperating systems 
will tolerate the applicable ETDLs (as applied to the cables 
of an interconnected system) without component damage 
or system hctional upset. 

The accepted methods of verification are through similarity of 
design with existing systems or aircraft, mathematical analysis or 
through simulated lightning testing. 

2.1 SIMILARITY 
Verification by similarity must be demonstrated by detailed 

comparisons of drawings, parts lists, system opting parameters 
and installation details. The certification plan must show that the 
FADEC systems, and the portions of the airframe which contain the 
systems, are identical to a previously certified system from a 
lightning-protection standpoint. Most importantly, the certification 
plan must show that TCLs, ETDLs and margins will remain similar. 
As FADEC systems are relatively new to the transport aircraft 
market and because of the rapidly developing technology of elec- 
tronic control systems, certification entirely through similarity is 
rare. 

2.2 ANALYSIS 
Mathematical analysis is often used in the development stages of 

an aircraft, before prototypes are available, to determine the levels of 
lightning-induced transients that may be expected. For certification 
purposes, the use of “acceptable” mathematical analysis is often 
l i i t ed  to certification documents describing lightning protection 
for small engineering changes. More frequently, analysis is used in 
conjunction with one or both of the other forms of verification. A 
common example is the extrapolation of the effects of high current 
fromtheresults ofalow-current test.Analysisshouldalwaysinc1ude 
the worst-case scenario. Generally, verification by analysis will 
require significantly higher margins between TCL and ETDL than 
other forms. 

2.3 TESTING 
Conceptually it would be best to perform &&threat testing on 

fidly configured and operational aircraft, performed either on a Go/ 
No-Go basis or with a measurement and analysis scheme. This is 
seldom practical, however, primarily because of the cost and com- 
plexity of the required test equipment, test specimen and test facility. 
Therefore, to determine the indirect-effects protection of a FADEC 
system, testing will usually consist of two general categories of 
simulations: aircraft-level tests such as lightning transient analysis 
(LTA), used to determine the TCLs in the airframe or major sections 
of the airframe, and ETDL tests, performed with FADEC system 
components installed in the airframe. The second main category 
consists ofavariety ofbenchtestsperformed on systemcomponents 
to assess protection against damage and functional upset. 

2.4 TCL VERIFICATION 

following methods: 
Verification of TGL will be accomplished by one of the 

* Performance of a full-vehicle lightning test, in which 
reduced-scale pulses of current with waveforms of 
components AandH arecirculatedthroughtheaircraftand 
measurements are made of actual transients induced in 
typical individual conductors and bulk cables associated 
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with the flight criticallessential systems. The measured 
transients are then extrapolated linearly to predict the 
levels that would be induced by full-threat component A 
and H currents. This procedure is also known as an LTA 
test. Measurements are made on representative circuits/ 
cables, in accordance with a detailed test plan. 
9 Computation of anticipated actual transient waveforms/ 
levels in representative wirdcables by analysis based on 
f d  principles (laws of electromagnetic effects, aircraft 

. material properties and geometry). The analytical 
areverified by comparisonwithavailable 

* A combination of both of the above procedures. The 
extent to which each method will be employed will be 
detailed in test and/or analysis plans, to be submitted to 
rimorthiness catifying authorities for approval. 

2.5 E T D L ~ ~ I C A ~ O N  
Verification of compliance with the ETDLs specified is to be 

accomplished by tests conducted by the system or equipment ven- 
dors in accordance with test plans to be submitted by them to the 
airframe manufacturer for approval. Two test methods will be 
employed, as follows: 

Pin-injection tests in which full-scale voltagdcurrent 
transients are applied (in most cases) between individual 
pins and case ground to verify circuit board component 
tolerance of the specified ETDLs. 
* Bullcable tests, in which the specified cable ETDLs 
(bulk-cable currents) are bansformer coupled or directly 
injected into interconnecting cables, with the system 
powered up and operatiag. The primary purpose of these 
testsis to verifjrthat thesystem doesnotupset,althoughthe 
test also verifies protection against system-related damage 
effects. 

3.0 CE ATION PLAN FORA 
ROTO T FADEC/ENGINE 
SYSTEM 

The following example of a certification plan for a hypothetical 
system provides detailed procedures applicable to most FADEC 
applications. This example addresses specifics for a rotorcraft 
FADEC/engine system, designated LTI-1O00, including an Elec- 
tronic Control Unit (ECU) and a Hydromechanical Control Unit 
(HMU). However, the general procedures and steps would be appli- 
cable for fixed-wing aircraft installation of the same or similar 
engine system, though changes in some ofthe ETDLs and TCLsmay 
be necessary. The certification plan would begin with several brief 
introductory sections describing the purpose and citing the specific 
FAA and DoD requirements relevant to the rotorcraft. Our example 
begins after the opening paragraphs: 

- provide an overview of the system and application. 

- state goals of certification plan. 

- cite specific FARS, ACs, MIL-STDs and issue papers as 

3.2 PURPOSE 

3.3 UI ENTS 

3.4 LIGHTNING CRlTERIA 
The lightning environment which the helicopter (or fixed-wing 

aircraft) must withstand is defined in Appendix I11 ofAC 20-136 [4] 
and Section 3.3 of MIL-STD-1795. [5]  

These references define the same lightning environment, which 
is represented by current components A through D, a multiplestroke 
arrangement ofcomponentsAandD/2,andamultipleburstenviron- 
ment. These components are M y  defmed in the aforementioned 
ref- andwill not be described fiurtherhere. They representthe 
characteristicsoflightning-stmkecurrentsentering, flowingthroltgh 
and exiting fiom an aircrafi. 

Applicability of individual components of the lightning enviro& 
ment to specific airframe surfaces or structures depends on the 
lightning strike zones of such surfaces/structures. Zone definitions 
are also found in AC 20-136 [4] and MIGSTD1795A. [5] 

3.5 STEPS IN DESIGNAND 

This section describes the steps W i g  followed in design and 
verification of lightning protection for the LTI-loo0 electronic 
control system. The steps described herein are similar to those in 
Section 7 of FAA AC 20-134 [4] (Steps athrough g). Several of the 
steps include performance of tests. Plans for these tests are provided 
in separate documents, referenced herein. 

3.5.1 Step a - Locate the lightning-strike zones 
The LTI-loo0 engine installed in the helicopter isnot susceptible 

to direct lightning strikes. Instead, they are subject to lightning 
strikes conducted on and off the engine via the drive shaft, engine 
mounts, electrical wiring harnesses, fuel and drain lines. Systems 
and components exposed to such conducted currents are in zone 3, 
see Figure 1. 

3.5.2 Step b - Establish the external environment 
for the zones 

The external environment components applicable to specific 
zonesare found in Appendix 111 of AC 20-1 36 [4], reproduced herein 
as Table 1. 

Table 1 - Zonal Application of the External 
Environment for Determination of Indirect Eflects 

Zone Current Waveforms 
A B C D Multiple Multiple 

Burst Stroke 
1A x x  X X 
1B x x x x  X X 
2A X X X X 
2B x x x  X X 
3 x x x x  X X 

Note: Indirect effects resulting from components B and C are 
usually insignificant. 

. .  
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Zone 1A Zone 2B f--=l 
Zone 3 I I 

H 
FIGURE I Strike zones for helicopters 

Since components B and C produce insignificant indirect effects 
and the effects of component D are exceeded by those of component 
A, the LTElOOO electronic control system is being designed to 
tolerate the indirect effects of current component A and the multiple- 
stroke and multiple-burst environments being conducted through the 
airframe. Since the LTI-lo00 will be employed in a helicopter, the 
zone 3 currents will be conducted into the engine via the main rotor 
shafi,gearboxandengine output shafi. Lightning current will exit the 
engine via all other electrically continuous paths between the engine 
and the airframe. 

~~ ~~~~~~ 

3.5.3 Step c - Estab 
The internal lightning environment consists of lightning currents 

conducted into and out ofthe engine via the aforementioned conduc- 
tivepaths. Theamount oflightningcurrentthatmay flow ineachpath 
cannot be determined exactly by analysis, due to the complexity of 
the airframe and engine installation design and difficulty of quanti- 
fying electrical impedances associated with mechanical parts. How- 
ever, gross estimates can be made of current magnitudes and, if 
simplifying assumptions are made on a worst-case basis, the result- 
ing magnitudes will be higher than those actually experienced. 

3.5.3.1.1 Current entering engine 
Nearly all lightning strikes to a helicopter enter the mainrotor and 

exit from one or more of the lower extremities such as landing gear, 
skids, or tail boom. The lightning current path to an engine is 
illustrated basically in Figure 2. 

Figure 2 shows a single-engine installation. In this figure, the 
following simplifications have been made, which result in the 
percentage of current entering the engine being higher than is 
actually expected to occur. 

Simplifying Assumptions 
~Cunentpathsthroughrotorpitch controlrodsareomitted. . IOO% of external lightning current is expected to enter 
main bearing assembly. 
*50%oflightningcunent isassumedto flow throughmain 
bearingto output shaft(s),eventhoughotherlow-impedance 
paths exist to the airframe via the mechanical-load paths 
(thrust amounts) and a variety of control and sensor paths. 
* A singleengine and output shaft is assumed. Twin output 
shafts would share the engine current, resulting in less 
current to each engine. 

Main Rotor 
1 

100% 

Airframe 

Gearbox 

, . .  - . . . . . . . . , . . . . . . . .  . . . .  
50% Via 
Rearing 
Mounts 

10% Exits 40% Exits Engine 
Gearbox 
Mounts Other Paths 

FIGURE 2 Basic Iightning current paths to engine in rotor craft applications 
* assumed lightning current distributions 



Thus, the percentages of lightning current assumed to flow into 
the gearbox (50%) and engine (40%) are higher than actual, though 
the amount of margin cannot be determined. 

Accordingly, it is assumed that 40% ofthe applicable full-threat, 
external lightning-current components, (components A, D!2, and H) 
will enter the engine via its output shaft and exit the engine via the 
engine mounts and other available paths. These current magnitudes 
are listed in Table 2. 

Table 2 - Lightning Currents Entering Engine 

levels (TCL) 
actual transient 

levels 

The currents of Table 2 represent the internal lightning environ- 
ment applicable to the LTI-IO00 engine. 

_- -- I 

3.5.3.1.2 Currents exiting engine 
The lightning current that entered the engine via its output shaft 

will exit fiom the engine via avariety ofconductive paths. These are 
listed in Table 3. 

Table 3 - Current Exit Pathsfrom Engine Path 

If the current divided evenly, approximately 5 kA would flow 
from the engine to the airframe via each path. Actually, the magni- 
tude of current in each path is determined by its impedance as 
compared with the impedances of other paths, with the highest 
currents flowing in the lowest impedance paths. The shortest, most 
direct paths to the airframe will have the lowest impedance and the 
highest current. These include the gearbox and engine-mount struts. 

The metal cross sections and other aspects ofthe struts and other 
mechanical paths are fully capable of conducting their share of the 
lightning current sandno furtherconsiderationswillbegiventothem 
in this plan. 

It is necessary to establish the peak amplitudes of lightning 
currents flowing in the shields of ECS wiring harness as these 
become part of the TCL and ETDL specifications. For protection 
design purposes, it is assumed that current is shared equally among 
all exit paths and that ECS shield currents are as shown in Table 4. 

Table 4 - ECS Harness Shield Currents (engine-to- 
airjraine) 

The fact that the ECS shield currents do not, in fact, exceed the 
levels of Table 4 will be verified by test of an engine in a simulated 
helicopter installation, as described in Section 3.5.7 (step g). 
3.5.4 Step d - Identify the flight-criticavessential 
systems 

The LTI-lo00 ECS is assumed to be flight-critical as the engine 
is being certified for single- as well as twin-engine applications. All 
components of this system, including the ECU, engine-mounted 
accessories and interconnecting wiring harness are assumed to be 
flight-critical. 

The ECS is exposed only to lightning indirect-strike effects in 
accordance with its zone 3 installation. The engine and ECS are 
protected from direct lightning strikes by the main rotor and the 
engine cowling, which are above the engine. 

3.5.5 Step e - Establish transient control and design 
levels 

The ETDLs represent the amplitude@) of voltage(s) andor 
current(@ that the ECS equipment is required to tolerate and remain 
operational without damage or system-functional upset. These levels 
are set higher than the maximum amplitude of transients that are 
allowed to be induced in interconnecting wiring and appear at 
equipment interfaces, which are the TCLs. The relationship between 
TCLs and ETDLs is illustrated in Figure 3. The ETDL is part of the 
specifications for the ECS electrical/electronic components. TCLs 
and ETDLs are defined in terms ofthe open circuit voltage (Voc) and 
the short circuit current (isc) appearing at wiring/equipment inter- 
faces, and the currents in the shields of ECS interconnecting wiring 
harness. The “V” and “i“ will be related by the source impedances 
(Le,, loop impedance) ofinterconnecting wiring, and different levels 
have been established for signal circuits and 28 VDC power circuits. 
The waveformdlevels defined in Appendix IV of FAA AC 20-136 
[4] have been utilized to establish TCLs and EDTLs for cable shields 
and connector interfaces. 

The equipment transient susceptibility level, also shown on 
Figure 3, is the amplitude ofvoltage or current which, when applied 
to the equipment, would result in damage to components or upset 
such that the equipment canno longerperform its intended function. 
This level is higher than the ETDL, and is not specified. 

The TCLs and ETDLs for the single-engine helicopter installa- 
tion are defined as individual connector pin-to-case (Voc) and 

r- -, equipment transient 
I 4 I susceptibility levels , 1 i equipment transient 

design level (ETDL) 

FIGURE 3 Relationships between transient levels 
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current (isc) waveforms and levels, as this condition is where the 
highest levels of induced effects are expected to appear in the 
helicopter circuits. This is the maoner in which verification tests of 
equipment will be performed, as described in 3.5.7 (step g). 

For design and verification of protection against system upset, a 
bulk-cable current is also defined. This represents the total voltage 
and/or current that can be induced in the loop formed between a 
complete cable shield and the adjacent engine or airframe. For 
overbraid shielded cables, or cables comprised entirely of individu- 
ally shielded pairs, this is defined as a bulk-cable current. For 
verification test purposes, the levels will be directly injected or 
transformer coupled into the interconnecting cable while the system 
is powered up and operating, for the purpose ofverifying protection 
against system-related damage and upset, as described briefly in 
section 3.5.7 (step g) and the referenced test plans. 

All of the ETDLs are defined in the multiple-stroke mode, as 
defined in AC 20-1 36 [4] (one full-amplitude transient correspond- 
ing to the fvst return stroke, Component A, followed by twenty-three 
transients corresponding to subsequent strokes, Component D/2). 

Specific TCLs and ETDLs established for the interconnecting 
wiring and electrical/electronic components are shown in Table 5. 

Notes: 1. Waveforms and levels are defined in FAA AC 20-136 
[4], Appendix IV. 

2. Short-circuit current specification (isc) may be reduced from 
the level defined in AC 20-1 36 [4] if line-to-case ground impedance 
at airframe or engine-mounted accessory is determined to be grater 
than the impedance (5 ohms or 25 ohms) implied in the definition. In 
no case may the isc level be less than that produced by a 1 00-ohm 
impedance. If the isc specification is reduced in this manner, the 
ability of the remote interface to withstand the specified ETDL must 
be verified by transient test. 

3. The specified shield-current amplitude is  the current at the 
ECU interface (connectors El, E2 and E3). Cunents in branches of 
intra-engine harness shields will be lower. The total of currents in 
each branch will equal the specified current at the ECU connector. 

4. The short-circuit (isc) current is as specified and may not be 
reduced as described in Note 2. 

Table S LTI-1000 Equipment Transient Design and 
Control Levels 

Thetransient levelspresented inTable5 representamargin of2:l 
or greater between ETDLs and associated TCLs, in accordance with 
advicegiveninSection9ofFA4AC20-136.TheTCLselectionsare 
intended to encompass the actual transient levels (ATLs) of the 
shielded conductors, and are generally based on an assumedhamess- 
shield transfer impedance of 0.05 volt ofconductor voltage per amp 
of shield current; a value typical of short-length shielded harness, 
such as employed between the ECU and other engine-mounted 
accessories. Thus, ifthe shield-harness TCL is 5 kAas listed in Table 
5, the conductor voltage, Vc would be, 

Vc = (0.05 V/A) (5,000 A) = 250 volts 

hence, a TCL of 300 volts for waveform 4, as defined in AC 20- 
136 [4]. 

The harness-shield TCLs have been based on experience with 
similar-sized engines and installations. Verification that actual- 
shield currents (sometimes called bulk-cable currents) do not exceed 
these levels will be accomplished by test of an engine with typical 
intra-engine and engine-airframe harnesses installed, as described 
briefly in section 3.5.7 (Step g) and the referenced test plans. 

If actual harness-shield currents are found to be higher than the 
proposed TCLs, the TCLs and corresponding ETDLs will be in- 
creased proportionately or a design change will be implemented to 
reduce the ATLs. 

3.5.6 Step f - Design protection 
The LTI-lo00 ECS is designed to minimize the magnitudes of 

lightning-inducedtransients on the wireharness shields andconduc- 
tors, and to provide protection at the component (box) level in cases 
where expected transients would otherwise exceed component toler- 
ance levels. Some of the protective measures incorporated in the 
LTI-lo00 ECS design are listed in Table 6. The adequacy ofeach of 
thosemeasures will beverifiedbythe tests describedinsection3.5.7 
(step g). 
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Table 6 - ECS Protective Measures 

Protective Measure Result 

8 I~proved electrical bonding 
between accessories and engine 

e Shielding of all intra-engine 
harnesses; shields grounded at 
both ends insignificant levels 

Reduces potential differences 

Reduces magnetic field coupling 
to signal conductors to 

0 Transient suppression diodes 
at ECU interfaces to 
sensitive circuits 

Reduces incoming transients to levels 
that can be tolerated by circuit 
board components 

0 ~ u a l - c ~ ~ n n e l  design 
and operation I Provides a second operational channel to 

perform control functions in the event the 
first is upset or damaged 

8 Isolation of electrical circuits Reduces induced currents to low 
levels, reducing stress at ECU interfaces 

S.7 Step g - Verify protection adequacy 
The adequacy ofthe LTElOOO ECS design to withstand lightning 

indirect effects will be verified by four series of tests. Two of these 
verify that actual transients induced in the interconnecting wiring do 
not exceed the established TCLs, and the other two verify that the 
ECU and other engine-mounted electrical components can safely 
tolerate the ETDL. These tests are described briefly in the following 
subsections. Complete descriptions are followed in the referenced 
test plans. 

~ransient control level (TCL) 

3.5.7.1.1 Harness shield currents 
Verification that the ECS harness-shield currents do not exceed 

the shield-current TCLs listed in Table 5 will be accomplished by 
tests of an engine with ECS components and interconnecting wire 
harness installed. In these tests, the simulated-lightning currents will 
be injected into the output shaft and allowed to exit the engine via 
simulated mounting struts, drains, harness shields and each of the 
other conductive paths listed in Table 3. These tests will be con- 
ducted on an EM1 test rig, which consists ofan engine case equipped 
with all engine-mounted accessories and suspended within a fiame 
above a ground plane via insulating straps. This enables the actual 
exit paths to be simulated with metal straps, harnesses, etc. Measure- 
ments will be made of currents induced in the ECS intra-engine 
wiriig harness, including all of its branches. These are the shield 
currents referred to in Table 5. The engine-airframe cable will also 
be represented in the test so that a measurement can be made of 
current in its shield. In addition, measurements will be made of 
currents exiting the engine via the other paths, for comparison with 
the original assumptions. 

The ECS harness-shield current tests are described more filly in 

3.5.7.1.2 Conductor voltages and currents 
Actual transient voltages induced in conductors within the ECS 

engine harness will be determined by test of an actual intra-engine 
harness. In this test, the shield currents determined fiom the engine 
test of section 3.5.7.1.1. will be injected into the intra-engine and 
measurements will be made of the voltages induced in conductors 
within. This test is conducted on a bench with conductors shorted to 
shields at remote (accessory) ends of the shield branches so that all 
of the conductor voltage and current can be measured at the ECU 
ends. Measurements will be made of induced voltage at open, 
ungrounded ends of conductors extending into each branch of the 
cable (the open-circuit voltage,Voc) and ofthe current flowing in the 
same conductors when both ends are shorted to the shield (the short- 
circuit current, isc) as theseare theparameters by which theTCLsare 
defined. 

Details of the intra-engine harness test are presented in the 
referenced Test Plan #2. 

Actual transient levels in the conductors within the engine- 
airframe harness will not be measured during this test, as this harness 
is fiunished by the airfiame manufacturer. The TCLs and ETDLs 
established for the airframe interfaces in Table 5 will become part of 
the enginelairframe interface specification. 

3.5.7.2 Equipment transient design level (ETDL) 
verification 

3.5.7.2.1 Damage tolerance 
Verification of ECS component compliance with the ETDLs 

1istedinTable 5 will be accomplished by pin-injection tests, in which 
111-scale transients defined in Table 5 and Appendix IV of AC 20- 
136 [4] will be injected into equipment connector-pins, between 
individual pins andcasegrounds.These testsverifyabilityofcimit- 
6-6 the referenced Test Plan # I .  



board components and protective devices to tolerate the established 
ETDLs without damage. 

Pin-injection tests will be conducted on the ECU as well as the 
other ECS engine-mounted accessories. In situations where these 
accessories also have complied with lie-to-ground, high-potential 
(hipot) test requirements that exceed the ETDLs, the ETDL pin tests 
may be waived upon presentation of hipot test reports. 

The pin-injection tests are conducted on the ECU in a power-on 
but non-operational status. other accessories will be tested in a 
power-off configuration. The pin-injection tests are described in the 
referenced Test Plan #3. 

Harness Tests 

3.5.7.2.2 System hctional upset 
Verification of the ECS’ ability to continue to perform its 

intended functions duing and after exposure to lightning’s indirect 
effects will be demonstrated by a system-upset test of a complete 
engine-mounted ECS, powered up and operating. For this test, 
induced multiple-stroke and multiple-burst transients are trans- 
former-coupled or directly injected into the harness shields while the 
system is operating in each operational mode. These tests will be 
conducted on a system installed on the same engine case that was 
utilized for the harness-shield current tests of section 3.5.7.1 -1. The 
test currents will be full-threat, harness-shield ETDLs as defmed in 
Table 5 ,  applied in the multiple-stroke mode, with one transient 
corresponding to current component A, as defmed in Table 5 
followedby23 transientsofone fourththisamplitude,correspondmg 
to component D12, all within two seconds, as defmed in AC 20-136 

The system-upset test is described in the referenced Test Plan #4. 
[41. 

determine conductor 
voitages/currents 
and verify conductor 
TCL‘s 

3.5.7.3 Sequence of verification tests 
The four tests described in the preceding subsections will be 

conductedinthe sequence showninFigure4,so that theresults ofone 

r 
verify damage 

ETDL‘s 
Equipment Pin Tests tokmnces of 

determine shield 

shield TCL‘s 
Engine Tests currents and verify 

System Upset Tests 
verify system upset 
tolermce of ETDL‘s 

FIGURE 4 Sequence of venjlcation tests 

test are available to support the next and substantiate any design 
changes that might be necessitated by test results. In this way, the 
tests provide a building-block approach to certification, and allow 
each level of the protection to be validated. 

Test Plan References 
#1. Engine-mounted harness-shield current test plan 
#2. Engine-mounted harness-conductor voltage/cunent 
test plan 
#3. ECS-equipment damage-tolerance test plan 
#4. ECS system functional upset test plan 

END OF “LTI-1000 CERTIFICATION PLAN” 

4.0 EXPERIMENTAL METHODS OF 
ANALYSIS 

4.1 AIRCRAFTIENGINE T C E  
VERIFICATION TESTS 

As noted in Section 3.5.7.1 of the certification plan for the 
hypothetical L T I - 1 0  engine, the verification that TCLs associated 
with intra-engine cables (i.e., between engine and engine-mounted 
accessories) do not exceed the specified values for these circuits, is 
accomplished by an LTA test of an engine housing with all engine- 
mounted accessories and all intra-engine wiring harnesses in place. 
This low-level pulse test may be conducted on an engine by itself, 
rather than in a completely configured vehicle, because the TCLs of 
interest here are associated only with engine-mounted circuits. For 
verification of theTCLs assigned to the engine-aircraft circuits (Le., 
between engine and CVU or pilot-input force transducers) a full- 
vehicle LTA test may be required. LTA tests should also include 
measurements of bulk-cable currents, currents on cable shields, 
magnetic fields within stnrctures and structural IR voltages when 
appropriate. 

4.1.1 Approach 
LTA tests usually are low-level current pulse tests with the 

waveshapes of Component A and H as defied in FAA AC 20-1 36 [4] 
Appendix 111. Other components are not used since the Components 
B and C produce insignificant indirect effects and the effects of 
Component D are exceeded by the effects of Component A. The 
resulting inducedvohage and current transients in the aircraft wiring 
and harnesses will be measured and recorded by oscilloscopes 
located in or near the aircraft. Peak currents applied to the airframe 
generally can be l i i t ed  to 1 kA or less to prevent any damage from 
occurring to the aircraft or avionic equipment. The measured data 
will then be extrapolatedlinearly to predict the actual transient levels 
that would appear in interconnecting wires during a full-threat, 200 
kA stroke to the aircraft. An overview oftheproceduresandpractices 
to conduct low-level pulse LTA tests may be found in “Lightning 
protection testing offill-scaleaircraft to determine inducedtransient 
levels,” by M.M. Dargi 161, ‘‘Lightning protection ofaircrafi.”[7] and 
NASA CR-2524 “Lightning effects on theNASA F-8 digital-fly-by- 
wire airplane.” (81 No further discussion of full-vehicle tests is 
provided in this paper. 



4.2 ETDL VERIFICATION TESTS 
In December 1989, the Radio Technical Commission for Aero- 

nautics (RTCA) issued revision C of DO-160 Section 22, providing 
standard procedures for the conduct of lightning-induced transient 
susceptibility tests. Because of the rapid proliferation of sensitive 
electronics into more and more aspects of fight contro1,Ihe trend 
toward lower operating voltages in these electronics, ihd the advent 
of “off-the-shelf’ aeronautic devices intended for installation in a 
variety ofapplications,RTCA DO-160C Section22 hasbeen deemed 
inadequate. Since that time, the committees SAE AML and 
EUROCAE WG-31 SGI have been working on a revision. This will 
address, in greater detail, the waveforms, test levels, configuration 
of equipment-under-test (EUT), test procedures, measurement pro- 
cedures, test equipment and safety procedures required for the 
conduct of ETDL verification tests for individualLRUs. Additional 
tests are usually necessary for verification of complete, intercon- 
nected FADEC and FBW systems. 

As ETDL tests are generally bench tests performed by the 
equipment vendors to the specifications of the system integrator or 
airframe manufacturer, the success of the overall lightning protec- 
tion for the entire aircraft may depend on the authenticity ofthe test 
simulation conducted by the equipment vendor. It may not be 
sufficient to perform ETDL tests, especially for system-functional 
upset, on a generic basis. It is preferable to perform ETDL analyses 
which relate to the actual configuration for the specific aircraft. 
Using DO-160 as a baseline, engineers should tailor ETDL tests to 
reflect actual operating loads, power- and signal-cable sizes, types 
and routing. Failure to do so could, at best, result in unneccessary 
expenseandaircraftweight dueto overdesign- at worst,underdesign. 

4.2.1 Pin-Injection Tests 
Pin-injection tests are designed to defme a very specific level of 

damage tolerance. Depending on thetype ofEUT, these tests should 
be conducted with different methods and different pasdfail criteria, 

For simple electricaVelectromechanica1 components, such as 
valves, solenoids and switches, which are normally isolated fiom 
case or aircraft ground, the hipot or dielectric-withstand test is used. 
The EUT is unpowered and test currents are applied pin-to-case in 
accordance with specified ETDLs and idealized waveforms of DO- 
160. Figure5agivesatypicaltestsetup. IftheEUTsuffinovoltage 
breakdown to case, then the unit has been verified to withstand the 
specified damage-tolerance ETDL. 

For simple electricaVelectromechanica1 components which are 
normally referenced to case or local aircraft ground, a circuit- 
damage tolerance test is also required. In this situation, the EUT is 
normally powered because the follow-on currents from the power 
bus would accentuate any damage and make detection of potential 
circuit damage clearly distinguishable. Test currents are applied pin- 
to-case or pin-to-pin. Figure 5b illustrates a typical configuration. If 
no unintentional voltage breakdown to case occurs and there is no 
component damage, then the EUT has passed. Some iuipment 
includes suppression devices that will intentionally shunt current to 
case. 

For more complex electrical and electronic components -typi- 
cally those containing solid-state circuitry - two possible conditions 
exist. When, under normal operating conditions, operating voltage 
constraints, impedance definitions, ground conditions and loading 
characteristics for the EUT are controlled by other equipment 
supplied by a different vendor, and the EUT manufacturer has no 
indication of suppression devices or filtering on interconnecting 
wiring, then pin tests must be performed to full specification of 
voltage and current. 

In the second case, if loads and other operating parameters for the 
EUT are under the control of the EUT manufacturer, then any he- 
to-ground surge impedance and he-to-ground load impedance 
which exist in the interconnecting wiring may be used to relax test 
currents applied to the appropriate EUT pin. Since cable lengths and 
geometry play arole in surge characteristics,and they are not usually 
under the control of the EUT manufacturer, then relaxation of the 
specifications should be limited to line-to-ground transmission l i e  
impedances only - typically from full specification of 5 ohms to 50 
to 100 ohms. This is usually applied only to waveforms 2 and 4, and 
waveform 5 if used as a pin test. 

In both cases, power is applied to the unit, but loads are not 
interconnected. Transients are applied pin-to-case or pairs of pins- 
to-case under the assumption that case is power ground. Pasdfail 
conditions are again unintentional voltage breakdown, component 
damage and loss of function after the EUT is reconnected to the 
system. One special condition which must be considered is that 
testing must assess the possibility of change-of-state in the circuitry. 
To ensure that worst-case situations have been evaluated, circuits 
should be tested in both states. Because verification tests are per- 
formed under certification conditions and EUT configuration may 
not be altered, some developmental breadboard testing of specific 
circuits may be required to evaluate certain circuits in both states. 

internal 
circuits A 

surge 
generator 

internal ground 

FIGURE 5a Pin-injection of an ungrounded system FIGURE 5b Pin-injection of a grounded system 
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4.2.2 Functional tests 
Functional tests are designed to evaluate the LRU, its wiring 

hamesses and its loads as an integrated and functioning system or 
subsystem. DO-160 is again a minimum requirement specification 
designed for off-the-shelf components; when that component is 
integrated into a system, the ETDL verification should reflect the 
actual configuration of the installed system. Particular attention 
should be given to ensure that bench tests reflect the actual lengths, 
orientation and operating conditions of interconnecting wiring, such 
as cable routing, cable size, cable types, shielding, cable branching, 
actual loads or load simulation. In short, transient susceptibility 
shouldbeverified toactualconfigurationforeachandeverywire,not 
to a generic cable-bundle specification. ETDLs should be tested 
separately to each interface, not simultaneously to all interfaces, 
because this would pose a much lower threat to certain LRU 
interfaces. For example, if lo00 amps is specified for a connector, 
then lo00 amps should be applied to each connector, not lOOOamps 
applied to a cable bundle with many connectors. The setups illus- 
trated in DO-1 60 are very generic, consisting of one LRU, with one 
cable and one load; most actual installations are not as simple. DO- 
16Omust be usedasabaselineanddoptedto theaircraftinstallation. 
The closer the test setup is to actual installation, the less analysis will 
be required to correlate the test with verification requirements. The 
result will be increased safety, and may also reduce the use of 
unnecessary suppression devices. If generic tests require that every 
interface withstand a specified level of threaty but a thorough 
simulation shows that particular connectors will be subject to lower 
transient levels due to their actual configuration, those connectors 
will require less protection. 

In all such tests, the EUT must be fully functional. System 
responses, as seen by the pilot, are monitored for unacceptable 
responses per specified passlfail criteria. 

5.0 RESPONSIBILITIES 
Because it is rarely practical to perform fill-threat tests on fully 

configured aircraft, the key to successful protection will be the 
degree to which the system and subsystem tests simulate actual 
internal lightning conditions to be expected in the complete aircraft 
with all components interconnected and operational. These tests will 
depend in turn, upon the accuracy of the airframe manufacturer’s or 
system integrator’s prediction of TCLs, the thoroughness of ETDL 
verification as tested by the system suppliers, and the sufficiency of 
the margins to account for any uncertainties in these conditions. The 
coordination between the airframe manufacturer and systemlsub 
system suppliers in this process is fundamental to adequate protec- 
tion. 

REFERENCES 
1) M. Dargi, E. Rupke, K. Wiles,“Design ofLightning Protection 

For a Full-Authority Digital Engine Control,” International Aero- 
space and Ground Conference on Lightning and Static Electricity, 
16-19Apn’l, 1991. 

2) U.S. Federal Aviation Regulations, Airworthiness Standards, 
Equipment, systems and installations, (all aircraft catagories). 

3) Federal Aviation Redations, Amorthiness Standards, Trans- 

4) “Protection of Ammf? Electricahlectronic Systems Against 
the Indirect Effects of Lightning,” FAA AC 20-136,5 W h ,  1998. 

5) “Lightning Protection of Aerospace Vehicles and Hardware,” 

port Category Airplanes, U.S. Department of Transportation. 

US, Mil-Std 1795, U.S. Department of Defense, May 1986. 

6) M.M. Dargi, “Lightning Protection Testing of Full Scale 
Aircraft to Determine Induced Transient Levels,” Proceedings of the 
1989 International Confence on Lightning and Static Electricity 
Addendum. 

7) F.A. Fisher, J.A. Plumer, R.A. Perala, “Lightning Protection of 
Aircraft,” Lightning Technologies, Inc., 1990. 

8) F.A. Fisher, J.A. Plumer, L.C. Walko, “Lightning Effects on 
the NASA F-8 Digital-FIy-By-Wire Airplane,” NASA Contractor 
Report CR-2524, March 1975. 

96-9 



Poster Papem 
Measurements 



ON ERROR SOURCES DURING AIRBORNE MEASUREMENTS OF 
THE AMBIENT ELECTRIC FIELD 

B . F . Evteev 
Voeikov Main Geophysical Observatory, 
Karbyshev St.,7, 194018 Leningrad, USSR 

ABSTRACT 

The paper addresses the principal sources of errors during airborne 
measurements of the ambient electric field and charge. Results of their 
analysis are presented for critical survey. It is demonstrated that the 
volume electric charge has to be accounted for during such measurements, 
that charge being generated at the airframe and wing surface by droplets of 
clouds and precipitation colliding with the aircraft. The local effect of 
that space charge depends on the flight regime (air speed, altitude, 
particle size and cloud elevation). Such a dependence is displayed in the 
relation between the collector conductivity of the aircraft discharging 
circuit - on the one hand, and the sum of all the residual conductivities 
contributing to aircraft discharge - on the other. 

Arguments are given in favour of variability in the aircraft electric 
capacitance. Techniques are suggested for measuring from factors to describe 
the aircraft charge. 

INTRODUCTION 

During last years many experts sought for objective estimates of the 
ambient electric field ( E ) measurement accuracy, and of a similar 
characteristics for the aircraft electric charge, Q. That aircraft is 
envisaged as a platform outfitted with a measurement system of several field 
mills. 

Interest in the physical processes of cloud electrification, in the 
conditions for generation of both the natural and triggered lightning 
discharge, in the physical processes of electrification of flying vehicles, 
and in the dependence of such processes on the properties of environment and 
the vehicles themselves all stimulate further efforts in analyzing and 
updating measurement techniques. Moreover, reliable data are needed on the 
spatial and temporal variability of the atmospheric and cloud electrical 
parameters to verify and calibrate numerical models of cloud 
electrification. 

The techniques available for such measurements have progressed far during 
all the years the aircraft laboratories have been employed for these tasks. 
Placing field mills at cross points of the aircraft electric neutrals has 
become generally accepted. Adequate placement of such mills provided for 
favourable conditions of their operation and excluded the effects caused by 
cloud and precipitation particles, hitting the mills, by the charging 
dielectrics, and by space charges from the corona points [1,2,3]. 

Significant progress in estimating the form factors at field mill 
mounting positions [ 2,3] and explicit calibration of these sensors directly 

97-1 



on board the aircraft [ 8 ]  should be noted. Redundant sensors in the 
measurement system ( in excess of four ) were demonstrated to contribute to 
measurement accuracy [3]. 

principle may serve as a basis for a uniform approach to atmospheric 
measurements of the ambient electric field. Starting such measurements one 
has : 
a) to identify all the possible sources of the electric fields affecting 
each sensor and try to eliminate them; 
b) to identify and account for all the factors which might cause changes in 
form factors at the sensors' mounting positions; 

The known factors from among their multitude are listed in Table 1. The 
"plus" sign in the table stands for indicate that such a factor should be 
accounted for, while the "minus" sign has an opposite meaning. 

The factors listed under positions 1,2, and 5 of Table 1 are exhaustively 
treated in [2,3]. The systematic error source (position 4) is to be 
identified and eliminated in each given case, e.g., by coating the 
dielectric surfaces with conducting paints or by transferring the sensor to 
another position prior to measurements. 

Consider in more detail the effects of other factors and the 
possibilities of accounting for them. 

The present author believes that a simple general 

Table I 
Factors to be accounted for during atmospheric measurements of the ambient 
electric field and the aircraft electric charge at various flight regimes 

No Factor 

1. 
2. 
3. 

4. 

5. 

6 .  

7. 

8. 

Ambient electric field 
Aircraft charge 
Space charge at the 
aircraft surface 
Charging of fairings, 
domes, and other 
dielectric surfaces 
Measurement errors for 
form factors 
Aircraft electric 
capacitance and its 
variations 
Position of aircraft 
electric neutrals and 
their evolution 
Inhomogeneities in the 
ambient electric field 

Flight condition 

Outside a cloud 

E Q 

Inside a cloud 

E 
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1. SPACE ELECTRIC CHARGE AT THE AIRCRAFT SURFACE 

According to [4] there exist two causes of space charge generation at the 
aircraft surface, differing in their nature. First, the electric charges are 
redistributed at the aircraft surface affected by the aircraft self-charge 
and the ambient electric field. Such a redistribution results in a space 
charge layer appearing at the aircraft surface, its ionic spectrum differing 
from that in free atmosphere. The electric field in the space charge layer 
affects the results of atmospheric field measurements, as well as 
measurements of the aircraft charge itself. 

1.M.Imyanitov estimated this additional field strength produced by 
redistribution of air ions at the surface of a charged aircraft. He 
demonstrated that at ionic mobility of K=2. 10-4cm2/V, s and a flight speed of 
v= 50 m/s the additional field strength produced by a space charge layer 
would be about three orders of magnitude less than that of the principal 
field. Apparently, the higher is the aircraft flight speed, the less will be 
the additional charge density, so that conversely, the additional field will 
also be less. Such reasoning should apparently hold for flight speeds up to 
the shock ionization threshold for air molecules. 

The effect of corona points and of sparking dielectrics (e.g., fairing 
and domes, cockpit window glass, etc. ) which also alter the ionic spectrum 
at the aircraft surface is neglected here because it may be neutralized by 
the means mentioned in the Introduction. 

The second cause for the space charge layer to appear, beside the 
airframe self-charging, is that particles colliding with an aircraft flying 
through clouds and precipitation, also charges [4]. 

Generation of a space charge by cloud and precipitation particles 
colliding with an aircraft is directly related to the process of aircraft 
electrification. Consider a simplified example of the conducting sphere 
charging in a homogeneous stream of single mode non-charged droplets. Let 
the first droplet colliding with the sphere deposit a charge of -q at its 
surface due to contact potential difference between the droplet and the 
sphere substances. Having thus lost a charge of -q, the droplet will itself 
have a charge of +q after detaching from the sphere (before the contact the 
droplet was electrically neutral). The electric field between the sphere and 
the droplet detached from it will be determined by the charge -q of the 
sphere and that of the droplet (+q). 

Each following droplet contacting with the sphere will also deposit a 
charge -q at the sphere. With the total charge accumulated by the sphere 
growing the new droplets detaching from it will carry away with them a part 
m of charge Q of the sphere, which will be proportional to the surface 
charge density at the sphere and to the electric capacitance of the droplet 
detaching from it [ 5 , 6 ] .  The droplets with a charge of ( +q - mQ ) ,  
detaching from the sphere and flying over it after detachment all contribute 
to the space electric charge forming, which has to be accounted for in our 
description of the process. 

When the charge transferred by the colliding droplet equals that carried 
away by the detaching droplet ( q = mQ ), the charge of the sphere reaches 
its equilibrium state, and the droplets further detaching from the sphere 
will remain uncharged. 

If we prevent, in some way, the sphere from reaching its equilibrium 
charge (e.g., lotting a charge leak from the sphere via the isolation 

97-3 



resistance) a space charge produced by a stream of droplets detaching from 
it and carrying with them the charge opposite in sign to that of Q ,  will be 
constantly present around the sphere. 

Consequently, if the surface charge density at the droplet detachment 
point at the surface of that sphere ui is such that the charge 
transferred by the droplet is equal to that carried away, a stream of such 
particles will produce no volume electric charge around the sphere. If the 
surface charge density at that point ui exceeds the respective equilibrium 
charge density, ue, the detaching droplets will produce a space charge above 
the sphere of the same sign as that of the sphere itself. On the other hand, 
if the surface charge density, ui, at the detachment point is less than the 
equilibrium density, ue, the stream of such droplets will generate a space 
charge of a sign opposite to that of the sphere. 

Since the charge distribution over the aircraft surface is highly 
inhomogeneous and is strongly intensified at wing tips, tail empannage, the 
airframe nose, one may safely assume that areas of ai > ue, ui < ue, and 
ui = ue 

To study explicitly the aircraft electrification features current sensors 
were mounted at the wing attack edge [ 4 ] .  Metal plates safely isolated from 
the airframe served for such sensors. Each wing attack edge housed two such 
plates. One of them (plate 1) was placed approximately 1 meter off the hull, 
and the other (plate 2) - further out, close to the wing tip. It was assumed 
that such a placing would result in 42 > ue, u1 < ue. Measurements 
conducted with an aircraft model had demonstrated that 42 >> u1. The plates' 
profiles followed exactly the wing contour. Therefore conditions for the 
slip-stream at the plated wing area and the neighbouring areas could be 
considered identical. The plates were of wing metal, so that on the account 
of similarity in the aerodynamic and surface properties of wing proper and 
the plate one could assume the conditions of charge separation and droplet 
fragmentation at both surfaces to be identical. We had to neglect the 
differences in plate currents due to peculiarities of a slip-stream around a 
sweeped wing (the sweep angle difference between the positions of two plates 
was about 5 O ) .  

1. The current to plate 1 (positioned close to the hull) is always of the 
same sign as the overall aircraft charge; 
2. If currents at both plates were of the same sign, the current to plate 2 
was less than that to plate 1; 
3 .  If currents to plates were of different signs, the current modules at 
plate 2 could be larger than that to plate 1. In the latter case the current 
to plate 2 coincided in its sign with the currents through the plane point 
dischargers. 

The latter results indicates a strong collector discharge of the plane at 
its wings' attack surface, at least in the zone of wing tips. 

The measured currents Ipl and Ip2 may be used to calculate the 
conductivity &, due to the collector effect. Having the value hc 

may be found at the aircraft frontal surface. 

Analyzing the currents to plates measured in flight we found that : 
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is important, since it shows whether 
the plane is charged via the process 
typical for well-isolated bodies, or 
the situation is the opposite, and 
the discharge through the aircraft 
point discharges ( & ), competing 
with xc is constantly holding the 
overall charge Q of the aircraft to 
a level Q c Qe. Here Q is an 
equilibrium value of Qe, with point 
dischargers disconnected. 

Fig.1 shows part of a plane 
wing with current sensors, and the 
elements are shown from the circuit 
of plane discharge to the 
atmosphere. 

The current Ip, recorded by the 
instruments connected to each plate 
is I - IC - Icp, where IC is the P -  
charging current through a plate, 
and Icp is the collector current 
from that plate. 

Since the conditions for charge 
separation on each plate are the 
same, the difference between Ipl and 
Ip2 will be produced by differences 
in the respective collector effects 
only, resulting from significant 
differences in the surface charge 
densities 41 and 42 at both plates. 

Fig.1. The equivalent electric 
circuit for currents to sensors 
measurements and the wing attack 

edges. 

It follows from the electric scheme in Fig. 1: 
c 

' p l  = V a ( h d + ~ + h c p 2 )  

Here Va is the aircraft potential; hcpl, hcp2 are the discharging aircraft 
conductances due to the collector effect at plates 1 and 2, respectively. 

It follows from (1) that 

V a  
1 2 )  

Here Ipl, Ip2, Va are the respective values measured in flight. 

approximately have: hcp2 >> ACpl 
It may be assumed then that: 

Since plate 2 is positioned close to the wing tip, and 42 >> ul, we 



H e r e  ap2 is  t h e  r e l a t i v e  sur face  charge dens i ty  a t  t h e  wing around plate 2; 
aa is t h e  average r e l a t i v e  sur face  charge dens i ty  f o r  a l l  t h e  d r o p l e t  
cap tur ing  sur faces ;  L / lp  is  t h e  t o t a l  a i r c r a f t  cap tur ing  zone t o  plate zone 
lengths '  ratio. 

W e  have ca l cu la t ed  Ipl, Ip2 ,  Q i n  l i q u i d  droplet c louds from t h e  
measured c u r r e n t s  ( f l i g h t  leve l :  4.2 km: a i r  speed: 650 km/hr) and found Ac 
= lo-' Ohm'' f o r  t h e s e  condi t ions.  The value of hd f o r  t h e  same cond i t ions  
is  approximately 2 *lo'' Ohm'' I t  is experimentally found t h a t  hc is 
propor t iona l  t o  squared a i r  speed [SI, and Ad is l i n e a r  on t h a t  speed [ lo] .  
Besides, hc also depends on t h e  cloud w a t e r  content  and t h e  s i z e  of droplets 
c o l l i d i n g  wi th  t h e  a i r c r a f t  [6,7,12]. Studying e l e c t r i f i c a t i o n  of a Tu-104 
a i r c r a f t  empir ica l  expressions w e r e  found t o  relate t h e  va lues  of  )(a and 
with t h e  medium and aircraft c h a r a c t e r i s t i c s .  These expressions may be used 
t o  estimate t h e  change i n  r c  /Ad r a t io  i n  t h e  aircraft  d ischarge  c i r c u i t ,  

w a t e r  conten t ,  v is t h e  a i r  speed; t is  t h e  cloud d r o p l e t  average rad ius .  
10- D %' 0.9*10-15 Cm- m2s2kg'l, B W e  have f o r  t h e  Tu-104 a i r c r a f t  

C m * s  m-'. 
Computational r e s u l t s  on hc/Ad 

f o r  t w o  a i r  speeds of 100 and 200 
m / s  are shown i n  Fig.2 f o r  cloud 
d rop le t  r a d i i  10, 20, 30, and 100 
pm, and t h e  cloud w a t e r  content  
r a i s e d  t o  2 g / m  . I t  follows from 
these computations t h a t  h c  e A d  f o r  
large d r o p l e t  s i z e  clouds only. Fine 
d r o p l e t  s i z e  c louds and clouds of 
high w a t e r  content  always g ive  h c  > 
)id. Higher a i r  speeds r e s u l t i n g  i n  
m o r e  i n t ense  d rop le t  fragmentation 
upon c o l l i s i o n  with t h e  a i r c r a f t  
sur f  ace , increase  t h e  r o l e  of 
hc i n  aircraft  discharging process,  
as compared with t h a t  of !ad. That  
means t h a t  a t  higher  air  speeds t h e  
po in t  a t  t h e  wing edge where u i  = ue 
moves closer t o  t h e  airframe. 
Inverse ly ,  t h a t  po in t  w i l l  move t o  
wing t i p  a t  low cloud water conten ts  
and i n  particles of large d rop le t  
s i z e .  

W e  may conclude t h a t  because of 
a change i n  cloud p rope r t i e s  above 
and b e l o w  t h e  wing t h e  dens i ty  of 
t h e  space charge formed by d rop le t s  
fragmenting upon c o l l i s i o n  with t h e  
a i r c r a f t ,  w i l l  be minimum wi th in  t h e  

3 

Fig.2. The e f f e c t i v e  electric 
conductances hc and t h e  X, ra t io  f o r  

var ious  f l i g h t  condi t ions.  

poss ib l e  s h i f t i n g  range of t h e  u i  = ue a t  wing end poin t .  B e l o w  w e  s h a l l  
estimate t h e  l i m i t s  of t h a t  range. To do t h a t  w e  a l s o  have t o  account f o r  
t h e  conduct iv i ty  of t h e  a i r c r a f t  engine exhaust gases ,  i.e. consider  t h e  
va lue  ( h c  / (  hd + 
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If our reasoning is correct, the airframe would apparently be 
slipstreamed by an airflow with a high density of space charge. The nose 
part of the air frame being non-symmetrical in the vertical, these flows may 
considerably differ above and below the frame. 

Prof. Imyanitov [4] estimated the additional field strength due to these 
changes. He demonstrated that it may be comparable or even exceed the 
ambient electric field and the field of the aircraft electric charge. 
Considering also the effect of the space electric charge, the airframe 
should not be considered the best place for mounting the measurement system 
sensors. 

From that point of view a better place to fit much sensors would appear 
to be the wing edge, where ui = ue. (see Fig 3) 

Fig.3. Quantitative distribution of space charge above the airframe and 
wings. 

2.  THE ELECTRIC CAPACITANCE OF THE AIRCRAFT AND THE POSITION OF ELECTRIC 
NEUTRALS 

As an isolated conducting body the aircraft has a certain electric 
capacitance. This capacitance is usually assumed to be constant, since it is 
determined by the characteristic linear size of the airframe. The high- 
temperature rocket jet exhaust are known to increase the respective length 
of a rocket conductive body by almost a factor of two. However, 
significantly lower exhaust temperatures of the turboprop and jet engines 
precluded even suggesting a possibility of such an effect for aircraft. 

Trinks and Haseborg [ll] studied electric fields at the Earth surface 
after an aircraft passed above the observation site. They recorded the 
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position of a hypothetical chargecenter of the aircraft using a little 
sensor had a small load resistance and indicated that center point as the 
signal passing its zero. Studies by these authors demonstrated that the 
charge center was biased to the artificial tail, and for some aircraft types 
even got behind the actual tail end. This experimental fact may only be 
explained by the effect of low-temperature gas jets, which appears to be 
capable of somewhat "elongating" the airframe. Another simple measurements 
may be applied to assess the role of the engines' exhaust jets. It is enough 
to compare the surface charge distribution over a model aircraft with its 
actual distribution over the frame in a longitudinal electric field. Two 
flight legs are needed for such an experiment; one leading to, and another - 
from a thundercloud. Comparing the relative distribution of the induced 
charges along the airframe with that along the model should demonstrate 
whether a displacement takes place of the electric neutrals. The positive 
result of such an experiment would testify to airframe "elongation", hence - 
to an increase in the aircraft capacitance. 

Modelling the exhaust jets by as conducting cylinders attached to the 
aircraft model, the same relative displacement of the electric neutrals may 
be obtained as that actually observed. The capacitance of such a system 
would serve a better presentation of the actual aircraft capacitance in 
flight. 

3 .  INHOMOGENEITY OF THE AMBIENT ELECTRIC FIELD 

Form factors at sensor locations are estimated in a homogeneous 
electric field. Using such factors to calculate the components of the 
ambient field vector and the aircraft charge in case that field is 
significantly inhomogeneous, would lead to noticeable errors in E and Q. 
Apparently, the longer is the base, at which the sensors are placed to 
compute E and Q from their signals, the more homogeneous should the ambient 
field be, if only we went to stay within the prescribed error limits for 
both the field and the charge. However, it is advisable to position the 
sensor along small bases to achieve high spatial resolution in E. We again 
return to the already discussed option: of placing sensors at aircraft 
wings: the wing thickness is an order of magnitude less than the diameter of 
the hull. Placing two sensors along a wing chord would result in obtaining 
information on the longitudinal field component from a small base. The field 
transverse component may be measured by any pair of sensors in a 
differential circuit. Such a system features the needed redundancy, it may 
be positioned in the zone of minimal effect from space charges (see Fig. 4), 
and moreover, placing these sensors at wing may help estimate the form 
factors directly in flight. 

4. FORM FACTORS FOR THE AIRCRAFT CHARGE 

An approach is well known to estimating, model and flight testing the 
form factors, which relate the ambient electric field with the local one at 
the sensor locations [2,3,8,13]. 

Of certain interest are ways and means for estimating such factors, 
which relate the aircraft charge and the field at sensor locations. One of 
such means may be measuring the field produced by a charged aircraft flying 
by the surface field sensors at a low altitude [ll]. The aircraft charge may 
be calculated if the flight level is accurately known. The second approach 
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to that task is artificial charging of an aircraft from an on board source. 
Controlling the charging current and making sure that the charge only leaks 
via air and the exhaust jets conductances (these values may be measured and 
accounted for) we may compute the running charge value: 

J 
0 

where i is the measured charging current. Then one may compare the running 
value of Q with local fields at sensor positions to retrieve the respective 
form factors. 

Fig.4. Sensors' placements at aircraft wings and the respective 
equations. 

CONCLUSION 

Increasing the measurement accuracy for both the electric field and 
charge of a flying vehicle is seen as a solvable problem. The present paper 
put forward the problem certain considerations on that problem for critical 
attention of the scientific community. They touch on the need to account for 
additional space charges resulting from the appearance of an aircraft in 
airspace, on the techniques for estimating the actual aircraft capacitance 
seen as an isolated body; on the possible changes in form factors caused by 
a displacement of the aircraft electric neutrals, because of the influence 
from the attached conducting engine exhaust jets. 

It is believed that preparing an aircraft laboratory for in-flight 
measurements in the free atmosphere should include the following steps: 
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1. Estimating external factors which interfere with the measurements - 
the presence of charging fairings, of the corona points, and the space 
charge distribution at the aircraft surface; 

2. Estimating form factors at an aircraft model or via numerical 
simulation; 

3. Updating form factors (for both field and charge) at the aircraft; 
4. Adjusting the electric capacitance and form factors in the 

computational matrix; 
5. Estimating the admissible limits of spatial and temporal variability 

of the signals measured to retrieve the ambient electric field in the 
aircraft environment. 
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ABSTRACT 

An examination and preliminary analysis of video images 
of thunderstorms as seen by a payload bay TV camera of the 
Space Shuttle has provided examples of lightning in the 
stratosphere above thunderstorms. These images were obtained 
on several recent Shuttle flights while conducting the 
Mesoscale Lightning Experiment (MLE). MLE was an experiment 
to obtain night time images from space of large storm 
complexes with lightning. These images are being used to 
provide data for the design of specialized instrumentation 
which will provide quantitative measurements of global 
lightning. Eight video sequences have been selected because 
they illustrate near vertical discharges in the stratosphere 
above thunderstorms. Although there are previous reports in 
the literature, these are the first images from the viewpoint 
of an orbiting spacecraft. The written material is primarily 
a companion to a video presentation. 

BACKGROUND 

An examination of video imagery, obtained from space, has 
revealed several examples of electrical discharges, associated 
with thunderstorms, that penetrate the stratosphere. This 
phenomena is now being studied in detail and this paper will 
present several examples and preliminary conjectures about 
these unusual discharges. This paper is intended to be a 
companion to a video poster presentation. The content of this 
paper will provide notes and ancillary information to 



supplement the video imagery. The full motion video is 
emphasized because the human vision system does a good job of 
identifying a transient event in the presence of a noisy 
background scene. Most of the events are poorly illustrated 
by still photographs of the original video. 

The video was obtained by the Mesoscale Lightning 
Experiment (MLE) which employed Shuttle payload bay cameras to 
observe lightning discharges from large thunderstorm 
complexes. The video is being analyzed to develop storm flash 
rate statistics, and location information to simulate 
observations that are to be made in the future by the 
Lightning Imaging Sensor (LIS), now a part of the Earth 
Observing System Program. A summary of data from the first 
MLE Shuttle flight (STS-26) was prepared by VaughanEl]. 

There have previous reports of discharges above 
thunderstorms that do not seem to be descriptions of ordinary 
lightning channels that terminate in the clear air. In 
particular some descriptions mention discharges that extend to 
extreme heights. In the last century C. V. Boys [2] wrote 
' I . . .  I should like to refer to an observation which I made 
about the year 1876, as in a life's observation of lightning 
the phenomenon then accompanying every flash is one I have 
seen on no other occasion," "A storm one evening in the 
autumn had passed directly over the village of Wing in Rutland 
and moved away to the north, leaving a clear starlit sky above 
the thundercloud, with the stars of the Great Bear in their 
lowest position far above. When the storm was distant about 
ten miles and more, for every flash seen in the rain cloud and 
below, and simultaneous with it, there was one or more very 
slender flashes of typical lightning form from the cloud 
upwards and many times as long as the usual kind of lightning 
below. According to my recollection, these reached one-third 
or perhaps half-way towards the stars of the Great Bear, and 
in one instance there were seven of these flashes going 
simultaneously into the clear sky." 

Recently Vaughan et a1 [ 3 ]  reported a number of eye 
witness accounts of vertical lightning observations. Although 
most of the reports could be taken as descriptions of 
lightning channels that terminate in clear air rather than in 
a cloud, there are exceptional cases. In particular Lloyd F. 
Willett reports #'About 50 mi west of San Antonio, Texas, at a 
flight level 41,000 msl, I observed a strong shaft of 
lightning go directly up and discharge into the ionosphere." 
J. Richard Fisher [4] has written a detailed description of 
his observations. m s . 8 1 1  noticed that some of the lightning 
flashes were accompanied by a faint plume of light extending 
from the top of the thunderhead above the pool of light from 
the lightning discharge. 
quite dark, so the light plume was definitely not diffuse 
light from the lightning in the lower clouds, My only size 
scale was the height of the tallest clouds, which I assumed to 
be about 10 km. From this I estimate that the light plumes 
were about 10-20 km high and a few kilometers wide with their 

The tops of these thunderheads were 
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bases at the tops of the clouds. All the plumes were vertical 
as best I could determine at night, and they appeared at 
exactly the same time as the lightning flash." 

Everett [5]. @ I -  a luminous trail shot straight up to 15 
degrees or so, about as fast as, or rather faster than, a 
rocket, and of very similar appearance, but with minute waves, 
like ribbon lightning. It was hardly as bright as most 
lightning, ... One of the trails turned off, as shown; the 
others were about vertical as seen from here. Each grew up 
steadily from below, and then disappeared at once. The upper 
end was definite, and did not branch or spread." 

Franz et a1 [6] have captured a video image of two 
vertical plume discharges simultaneously extending into the 
clear sky above a thunderstorm. The report of Franz et a1 
provided further incentive for a more detailed examination of 
the video scenes of lightning obtained during recent Shuttle 
missions. Two of the vertical events that occurred during 
Mission STS-32 have been presented in a previous video poster 

A strange slow moving upward discharge was reported by 

paper [71 e 

VIDEO OBSERVATIONS 

Some of the authors describe lightning events that they 
have observed visually to be similar in appearance to a rocket 
launch [5] with a glowing trail and one video example we have 
seen seems to fit the description of rocket lightning. The 
general appearance is of bright peak appearing at the top of 
the cumulus tower which then moves upward leaving a luminous 
trail behind. 

Case 1, While the Space Shuttle STS-34 was on orbital pass 45, 
a storm was observed over Australia. The storm came into view 
at 12:07:10 GMT on October 21, 1989 and was tracked until it 
passed out of view at 12:12:20 GMT. The camera strayed off 
the storm from 12:7:34 GMT until 12:08:42 GMT. The storm 
appeared to be a supercell storm which had a thick anvil that 
obscured the illuminated cloud except along the side and at a 
central location, which we presume to be an overshooting 
turret. This same storm was observed by a satellite of the 
USAF Defense Meteorological Satellite Program (DMSP) about ten 
minutes later. The storm complex had frequent multiple stroke 
lightning with an average rate of 33.2 flashes per minute. One 
hundred thirty five flashes were recorded, fifty five before 
the tlrocketvl lightning and seventy nine afterwards. None of 
the other flashes appeared to be abnormal. 

Six video examples (five from the viewpoint of space) 
have the appearance of thin luminous fingers of glowing gases 
stretching into the stratosphere above a thunderstorm. The 
term "cloud flashB8 will be used in this paper to describe a 
cloud mass that is illuminated from within by an electrical 
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discharge. The lightning channel either within or below the 
cloud is not seen from space. Also the TV images do not have 
the time resolution to identify all lightning strokes in a 
flash. Consequently all phenomena, including cloud-to-ground 
strokes, that produce a continuous period of cloud 
illumination will be grouped together and called a cloud 
flash. All the examples are relatively low resolution images 
of events that were at a considerable distance from the TV 
camera. 

Case 2. The first example was a storm as seen from the ground 
on the northwestern side of Lake Superior in North America by 
Franz et a1 [6]. "The flash was separated into two 
fountain-like jets as imaged by the TV, but the two 
structures were simultaneous within the 17-ms time resolution 
of the TV sweep." They recorded the flash on July 6, 1989 at 
04:14:22 GMT. They estimate the flash was about 20 km in 
vertical extent at a distance of 250 km. This image contains 
more detailed structures than the images obtained by an 
orbiting camera. There was no cloud-to ground event detected 
by lightning location networks simultaneous with the flash. 

Case 3 .  This event was identified in video imagery taken 
during orbit 140 of Space Shuttle STS-32 on January 18, 1990. 
The shuttle had passed over the Gulf of Mexico and proceeded 
East of Florida over the Atlantic Ocean. The camera was 
viewing the Southeastern section of the United States which 
was illuminated by moonlight. The video images showed that 
the cloud flash began with a relatively small spot which 
remained faint for 12 frames (30 frames per second). The size 
of the cloud flash expands to a maximum over the next five 
frames. Seventeen frames after the beginning of the event two 
fingers appeared at 07:23:26 GMT. The next two frames show 
the intensity of the fingers decreasing with a distinct blob 
at the upper end of each finger. The cloud illumination 
continued after the fingers disappeared for a total cloud 
flash time of 34 frames. The length of the discharge above 
the thunderstorm was estimated to be about 35 km. 

Case 4. The third example of a finger like discharge was 
obtained on October 21, 1989 while the Shuttle STS-34 was on 
orbit 44. The camera was viewing Northern Australia. The earth 
was dark and cloud outlines could not be seen. The vertical 
event accompanies an extremely bright cloud flash which 
produced a reflection on the vertical stabilizer of the 
Shuttle. The vertical discharge appears near the horizon as 
two distinct fingers. There is some brightening at the top of 
the discharge at the beginning of the full discharge. This 
brightening is a common feature in other examples. The cloud 
flash begins six frames before the stratospheric event. The 
fingers appear at 10:34:20, brighten in the next frame then 
gradually fade in two more frames. The brightest part of the 
fingers was near the top while the dimmest section was at the 
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cloud top. The total event occupies 26 frames. The next cloud 
flash from the vicinity of the vertical event was 42 seconds 
later. 

Case 5 .  This example was obtained from the Shuttle STS-41 
during orbit 9 on October 6 ,  1990. The camera was viewing 
central Africa. There were a number of active thunderstorm 
cells in a large cloud bank that was brightly illuminated by 
moonlight. The location of interest was in view for two 
minutes and 33  seconds. A total of four cloud flashes were 
observed at the location of the vertical flash. This area was 
adjacent to an area which was much more electrically active. 
A single vertical line is observed at 23:37:07 GMT and was 
visible in three frames. The cloud flash started ten frames 
earlier and continued for a total of 23 frames. 
Case 6. This example is included for completeness. The vidicon 
had been exposed to extreme levels of light and several images 
were burnt into the screen. There are some features apparent 
in the full motion video that are obscured in the still 
frames. The images were obtained on October 8 ,  1990 while the 
Shuttle STS-41 was passing over West Africa on orbit 41. 
moonlit scene of a large complex of thunderstorms comes into 
view at 23:41:45 GMT. The location of interest was visible for 
three minutes and only a few flashes were seen near there. 
The cloud flash lasted 41 frames in total. The single vertical 
line was seen at 23:43:31 GMT, 13 frames after the start of 
the cloud flash. 

A 

The next examples are grouped together because they appear to 
be single discharges with a width much greater than the thin 
finger like examples presented above. These examples will be 
referred to as columnar discharges. There is insufficient 
information to determine whether these are two distinct types 
of stratospheric discharges or merely an indication of the 
range of natural variation. 

Case 7. The first example of what we call a columnar 
discharge was obtained from Shuttle STS-32 while on Orbit 
132. The scene on January 17, 1990 was too dark identify 
cloud areas. 
of image saturation or because of poor lens focus. Although 
there may be some lack of precise focus, the width of the 
discharge is much wider than the finger type of discharge. 
The view is of East Africa with a active multi-cell 
thunderstorm complex near the horizon. The event starts as a 
small spot and then increases in size for 14 frames. The 
fifteenth frame at 18:53:28 GMT shows a semicircular glow 
around the edge of the cloud which is connected to a vertical 
column with a flat top. In the next frame the column 
intensifies and develops a small peak. The intensity of the 
column decreases over five frames form its first appearance 
with the upper blob remaining brighter that below. 

Some of the stars appear enlarged either because 

The cloud 



flash for the entire event continues for 112 frames total. In 
the absence of visual clues, no estimate is provided for the 
flash rate of the location of interest. 

Case 8. The second example of a columnar discharge was found 
in video during Orbit 55 of the Shuttle STS-31. The scene on 
April 28, 1989 is dark with only a few other flashes visible 
over West Africa. The cloud flash was located at about 7.5 N, 
4 E over the Gulf of Guinea. The discharge at 03:35:59 GMT 
appears to be a column with a distinct blob of illumination 
at the top (see fig l.)* Several stars were located in the 
scene. The angular separation of the stars was used to 
calibrate the distances in the scene. The length of the 
vertical column was approximately 34 km. Nine frames of the 
cloud flash pass before the stratospheric discharge appears. 
The columns are visible for four frames out of a total of 
twenty-five frames for the event. There was no apparent 
lightning activity on the horizon for a minute before the 
vertical event. A weak flash was seen on the horizon 4 0  
seconds after the vertical flash. 

Case 9. 
discharge. In this case the background noise in the TV 
transmission partly obscures any details of the image. Shuttle 
STS-31 was over East Africa on orbital pass 3 7 .  A single 
vertical column was observed at 22:22:43 GMT on April 26, 
1990. 

The third example is also a columnar type of 

DISCUSSION 

Some features appear to be common among the various video 
observations of stratospheric lightning. 

These flashes are clearly a part of series of 
thunderstorm discharge processes. The vertical event typically 
occurs about a half second after the cloud illuminates due to 
electrical discharge processes. The video imagery obtained 
from a viewpoint above the thunderstorm shows the clouds 
illuminated from within and does not present evidence to 
distinguish between intracloud events and cloud-to-ground 
strokes. The cloud remains illuminated after the vertical 
event, typically for a large fraction of a second. 

the stratosphere. Repeated vertical events have not been 
captured on video but several eyewitnesses have observed them. 

In most cases the discharges appear to be aligned nearly 
with the vertical. The vertical extent of the flash is 
established within the time resolution of one video frame. The 
observations to date do not contain convincing evidence of the 
direction of propagation. 

The flash appears as a singular event which penetrates 
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The width of the luminosity seems to vary considerably 
between events. Some examples show a very thin or even several 
thin vertical lines while others are much broader plumes. 
Several examples show some sort of darkened region below the 
top of the discharge. 

in a cell that exhibits a low flash rate, about one flash per 
minute. The movement of the Shuttle limits the observation 
time of any location to several minutes at most. There is 
insufficient information to determine whether the observed low 
flash rate is a characteristic of the storm and its 
environment or an aspect of the individual storm life cycle. 

The geographic distribution of events is biased by the 
limited opportunities to observe them. The major limitations 
are the number and duration of Shuttle missions, the 
inclination of the trajectory , and the inability to observe 
these phenomena during daylight. The examples do include 
Northern and Southern hemisphere cases, oceanic and 
continental storms. Thus it appears that the conditions for 
these stratospheric discharges may occur over most regions of 
the globe. 

A rough estimate of the frequency of occurrence of 
stratospheric lightning can be made from the volume of MLE 
observations. This estimate is biased by the impression that 
the vertical discharge could not be identified against a 
bright background. Consequently all cases that have been 
observed appear near the horizon. We estimate that vertical 
flashes can occur with a frequency of the order of one in five 
thousand total lightning flashes. These vertical events are 
unusual but not rare. 

The typical stratospheric flash accompanies a cloud flash 

These observations of stratospheric lightning raise 
additional questions. If these vertical events are not that 
rare, why are there so few reports of vertical lightning? Why 
did it take until 1990 to get images of vertical flashes? Some 
partial answers can be given. The phenomena is unusual. The 
visual impression is so fleeting that there is no clear recall 
of the event. Written reports emphasize repeated events when 
the attention of the observer was focussed on identifying the 
next unusual visual event. The video camera observations were 
discovered during replay. The luminance of vertical lightning 
is much less than the cloud flash it accompanies. Vertical 
events can not be identified against a bright background. If 
intervening clouds block the view of the sky above the cell in 
question, the event will not be observed. The video cameras 
that were used to document this phenomena were special low 
light level video cameras capable of recording events near the 
threshold of human vision; and were pointed in the right 
direction at the right time. 

CONCLUSIONS 
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More measurements are needed to identify the physical 
processes producing the visible glow. Spectroscopic analysis 
of the optical emissions should yield information about the 
atomic processes. There is some hope that limb scanning type 
satellite instruments may observe some of these stratospheric 
events. We are now working with scientists who make 
observations in the radio frequency spectrum to help identify 
the radio signature of these events. We conjecture that the 
conditions for stratospheric lightning, some combination of 
thunderstorm electrical fields or electric field changes as 
well as some stratospheric conditions, may often exist before 
and return after the vertical event as well as at near by 
cells. It may necessary to necessary to postulate some 
external , possibly ionizing, event to explain the infrequent 
and localized occurrence of these phenomena. 

We intend to continue to gather observations from further 
Shuttle flights and make quantitative analyses of selected 
video scenes. 

1 Vaughan, O.H., Jr. (1990). ltMesoscale Lightning Experiment 
(MLE): A View of Lightning as Seen From Space During the STS-26 
Missiongt, NASA TM-103513, 61 p. 

2 Boys, C.V. (1926). IIProgressive Lightningn, Nature, Vol. 118, 
pp. 749-750. 

3 Vaughan, O.H., Jr. and Vonnegut, B. (1989). "Recent 
Observations of Lightning Discharges From the Top of a 
Thundercloud Into the Clear Air Above1', Journal of Geophysical 
Research, Vol. 94, pp. 13179-13182. 

4 Fisher, J.R. (1990) . Wpward Discharges Above Thunderstormstt, 
Weather, Vol. 45, pp. 451-452. 

5 Everett, J.D. (1903). !"Rocket Lightning'l, Nature, Vole 68, p. 
599. 

6 Franz, R.C., Nemzek, 
Image of a Large Upward 
Thunderstorm", Science, 

R.J., Winckler, J.R. (1990). "Television 
Electrical Discharge Above a 
VO~. 249, pp. 48-51. 

7 Boeck, W.L., Vaughan, O.H. Jr. (1990). "Lightning Observations 
From the STS-32 Space Shuttle Mission", Transactions of the 
American Geophysical Union, Vol. 71, p. 1241. 
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Figure 1 

Blow-up Of 
Vertical Discharge 

Vertical Discharge from a Thunderstorm Cell Located At 
Limb Of Earth. Note Small Storm Cells Illuminated by 
Lightning in Foreground 



A STUDY OF POINT DISCHARGE CURRENT OBSERVATIONS IN THE THUNDERSTORM 
ENVIRONMENT AT A TROPICAL STATION DURING THE YEAR 1987 AND 1988 

G.K. MANOHAR, S.S. KANDALGAONKAR AND S.M. SHOLAPURKAR 
INDIAN INSTITUTE OF TROPICAL METEOROLOGY, PUNE - 411 008, INDIA 

ABSTRACIT 

In the present paper the results of the measurements of point 
discharge current observations at Pune, India, during the years 1987 and 1988 
are presented by categorising and studying their number of spells, polar 
current average durations and- current magnitudes in day-time and night-time 
conditions. While the results have shown that the thunderstorm activity 
occupies far more day-time than the night-time the level of current magni- 
tudes remains nearly the same in the two categories. 

INTRODUCTION 

, It is well-known that high electric field beneath the thunderstorms 
produce electric discharge (point discharge current - PDC) at the tips of 
grounded natural and artificial objects. Most of the recent laboratory and 
field observational studies on PDC (Ette [l]; Dawson [21; ,Standler and Winn 
[3]; Rahman and Saunders 141 and Sivaramkrishnan [SI; Kamra [6]; Kamra and 
Varshneya [7]; Rao and Ramanadham 181; Selvam et al., C91; Kamra [lo] and 
Manohar et al., [ll]) were concerned with the relative efficiencies of the 
natural and artificial objects and the splashing of rain-drops on sea surface 
to produce discharges; the net amount of annual charge transferred to the 
earth by PDC and the functional relationship of electric field and PDC along 
and a l o f t  the ground s u r f a c e  e t c a  

In the present work the authors recorded a total of 266 spells of PDC 
during 41 thunderstorms of the years 1987 and 1988 at Pune (18"32'N, 73"51'E, 
559 m ASL). The total duration of the thunderstorm activity on each day, when 
PDC spells were recorded, was arbitrarily grouped in two major periods : 
day-time (D) and night-time (N). The PDC activity thus separated in two time 
periods was studied in details. Results pertaining to some other aspects of 
the subject matter are also described. In this respect the present work is 
a deviation from the routine as it has attempted to locate differences in the 
seasonal day-time (D) and night-time (N) PDC activity. 

INSTRUMENTATION, DATA AND METHOD OF ANALYSIS 

The point discharge element consisted of a platinum/lO% iridium needle 
0.5 mm diameter and about 2 em long erected on a mast on the third floor 
terrace at height 14 meters above ground level. Current through the needle 
was carried by a coaxial cable and fed to an operational amplifier system. 
The output from the amplifier system was recorded on a 1 mA strip chart ink 
recorder run at speed 1 cm per minute during the entire life period of 
thunderstorm. The instrument could record current in the range 5 0.05-4.50 
pA. The recording system was calibrated in the laboratory before its instal- 
lation during the seasons. During the two years namely 1987 and 1988 at Pune 
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thunderstorm activity was noticed on 4 1  days which primarily occurs during 
the pre and post-monsoon seasons (March-early June and September-November). 
The total span of the thunderstorm activity was reckoned as the duration 
between the first and last spell of PDC. Each spell of PDC of either pola- 
rity, which occurred during the span of thunderstorm on a day, was analysed 
for per spell average current intensity by using 1 minute interval values 
during the spell. There were a total of 266 such spells of current in the 
range of a few minutes to an hour or BO. The initial and the end timings as 
well as the duration in minutes of each spell was noted. 

This data was then classified into day-time (D) and night-time (N) 
periods. Spells during the period 1200-2200 hours IST were termed as (D) time 
and during period 2200-1200 hours IST as (N) time (actually no thunderstorm 
activity was noticed beyond premorning hours) since in the tropical region 
major thunderstorm activity is restricted to AN-night hours and in very 
exceptional cases the activity persists beyond night hours. 

A detailed statistics of PDC activity during the (D) and (N) time 
periods of pre and post monsoon seasons of the years 1987 and 1988 of either 
polarity is furnished in Table I. 

Daily total duration of PDC and the daily span of thunderstorm 
activity was used to obtain the ratio of the two quantities. The daily ratios 
thus obtained were then plotted against daily durations of thunderstorms. A 
line of best fit for the data points was obtained by the method of the least 
squares (Fig. 1). 

As explained earlier, there were a total of 217 and 49 spells of PDC 
during (D) and (N) time periods in the two years 1987 and 1988 (Table I). 
Frequency distribution of number of spells of PDC in time interval 1-10, 
11-20, 21-30 .... minutes was made and expressed as percentage of the total 
in each category (Fig. 2 ) .  

Daily surface data on maximum air temperature, evaporation, sun-shine 
duration and humidity in the AN hours was obtained from IMD (India 
Meteorological Department) Observatory Pune on all the days of thunderstorms. 
The mean values of the above parameters and some other information in 
relation to the thunderstorm activity for the two seasons for the two years 
is given in Table 11. 

RESULTS AND DISCUSSIONS 

1. In Table I a detailed statistics of the PDC activity of either 
polarity for (D) and (N) time category for the pre and post-monsoon seasons 
of the years 1987 and 1988 is furnished. The data sets indicated that mutual 
comparison in many ways among the data can be made and may reveal useful 
informations. Some salient features of the PDC in the (D) and (N) are 
described. 

(i) From Sr.No. 4 it is noted that the respective positive (D) durations 
: 639, 527, 692 and 317 were higher than the (N) : 42, 98, 7 1  and 89 
in the range 3.6 to 15.2 and similarly the negative (D) durations were 
higher than the (N) in the range 2.3 to 9.4.  
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(ii) From a similar comparison it is also noticed that positive as well 
as negative (D) number of spells were higher than the (N) in the 
range 3 to 7 times. 

(iii) Also, from Sr.No. 5 it is noted that the per spell positive duration 
during the (D) was higher than the (N) in the range-i.O to 2.5 times 
whereas the per spell negative duration during (D) was higher than 
the (N) in the range 0.9 to 1.6. 

(iv) And, from Sr.No. 6 it is noted that the positive (D) average current 
was higher than the (N) in the range 0.93 to 1.9 whereas the negative 
(D) average current was higher than the (N) in the range 0.78 to 1.2. 

2. In Figure 1 the daily spans of thunderstorm durations and PDC ratios 
as explained earlier are plotted for 31 days data out of 41 days (data on 
10 days was not considered when activity was at odd hours - see Table 11). 
The equation for the straight line fitted by the regression method is Y = 
- 456.56x t 544.59. For the maximum value of X = 1 the value of Y comes as 
88 minutes. For lower values of X the values of Y increase. This feature 
perhaps suggests that thunderstorm activity of prolonged durations may be 
comparatively less efficient in producing point discharges than the brisk 
ones, 

3. As explained earlier, in Figure 2 is shown the frequency distribution 
of (D) and (N) number of spells of PDC. The (D) figure indicates that the 
distribution is exponentially decreasing with a long tail and is governed 

by the equation Y = 0.01 t 58.6e- '*Ogx. It is noticed from figure that (D) 
point discharge currents of durations 1-10 minutes have maximum frequency 
and during (N) the maximum frequency occurs for currents with durations 
11-20 minutes. It is to be noted that the extreme edge of spell durations 
of PDC during (D) extends upto 90 minutes whereas during night time a 
cut-off occurs between 50-60 minutes. 

4. In Table I1 we have furnished the values of meteorological and 
related thunderstorm parameters during the two seasons of the two years to 
serve the purpose of general interest. We have also given at Sr. No. 3 of 
this table the details of the occasions when thunderstorm activity was at 
odd hours. From this information it is to be noted that occasions of 
thunderstorm activity at odd hours are higher and more frequent during the 
post-monsoon seasons. Information at Sr.No. 4 of this table also suggests 
that the post monsoon thunderstorms either may be relatively weakly 
electrified or the activity may be occurring from isolated cells active at 
different times unlike the massive heat thunderstorms active during limited 
time and over area. At Sr.No. 5 of the same table meteorological ground 
based information in relation to thunderstorm situations is furnished. Inter 
seasonal comparison of the mean values of the four surface meteorological 
parameters brings out the difference between them which promote the 
development of thunderstorm activity. Pre monsoon season values, particu- 
larly of the maximum air temperature and humidity, 38.3"C and 38% res- 
pectively, are strikingly different from those in the postmonsoon, 31.9"C 
and 70%. 
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The observation of nearly two times higher value of humidity, at the 
surface levels, in the AN hours in the postmonsoon season needs some 
consideration. 

- 

Such higher value of humidity suggests that ions are immobilized in 
the lowest region of the atmosphere that may inhibit the magnitude of PDC 
which is perhaps reflected from the day-time pre monsoon season average 
value ( .55 PA) and post monsoon season value ( . 3 4  PA, Table I, Sr.No. 5) .  

CONCLUSIONS 

The relative estimates obtained of PDC in the D and N time conditions 
need a back-up before generalization could be possible. Since different 
parts of the world have different thunderstorm activities at different times 
such estimates would be of significance in the earth's electric budget 
studies and in planning some crucial activities such as air navigation, 
safety of power line system etc. 
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PORTABLE COMBINED OPTICAL ANI) ELECTRIC FIELD CHANGE 
INTRACLOUD LIGHTNING DETECTOR 

Ralph Markson 
Airborne Research Associates 

46 Kendal Common Road 
Weston, MA 02193 

(617)899-1834 

BACKGROUND 

Optical lightning detection has been used at research 
institutes for years and movie cameras equipped with optical 
lightning detectors were operated by astronauts on several Space 
Shuttle missions to detect lightning in clouds within the field of 
view during daylight and at night. The optical lightning detector 
reported here is the first such device available commercially. The 
addition of a flat plate antenna section, which responds to 
electric field changes, provides the advantages of both types of 
detectors in a single compact unit. Flat plate antenna sensors 
also have not been available as an inexpensive commercial product 
in the past. By combining both signals in a coincidence circuit 
false alarms are essentially eliminated. 

OPTICAL LIGHTNING DETECTION 

Lightning emits optical signals which in some respects are 
easier to detect and interpret and more reliable indicators than 
longer wavelength electromagnetic radiation. In daylight, 
depending on background light intensity, cloud-to-ground lightning 
can be observed visually, but intracloud lightning is rarely seen. 
At night the human eye sees essentially all lightning from clouds 
within the field of view. The optical lightning detector provides 
close to nighttime visual sensitivity during daylight. Intracloud 
lightning in the upper portion of brightly sunlit clouds is sensed 
a5 easily as cloud-to-ground discharges. The optical lightning 
detector offers some important advantages over other types of 
lightning detection including: 

-- ability to report intracloud lightning 
-- close to 100% detection efficiency within about 20 km or 

further (depending on visibility) 
can determine if specific clouds contain lightning 
low cost (less than 1% of mapping systems) 
no installation or maintenance 
no requirement for AC power 
no requirement for communications between remote sensors 
and central processor 
reliability 
portability 
simplicity of operation 
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The limitations of an optical detector are: 

-- does not provide range I 

-- azimuth may be inaccurate if light is reflected from 
other clouds 

-- nearby clouds or rain can block view of more distant 
lightning (but flat plate antenna will sense them) 

INDUCTION FIELD CHANGE LIGHTNING DETECTION 

The current second generation optical lightning detector 
includes a flat plate field change detector in order to improve 
performance. The antenna is the shiny metal plate on the end of 
the instrument. This section can be operated independently or in 
coincidence with the optical section. Improvements include: 

-- coincidence mode: elimination of false optical signals 
which can occur from reflections off raindrops or other 
objects or from windows within buildings 

-- field change mode: ability to detect distant lightning when 
optical visibility is obstructed 

-- omnidirectional (no need to aim instrument at clouds) 

Electric field change detection has been selected as the best 
way to use non-optical emissions, rather than "sferics" type 
emissions such as one hears on an AM radio. The problem with using 
radio static signals for lightning detection is that such signals 
decrease slowly (l/R) with distance in the far field and are 
reflected from the ionosphere. Thus they propagate for long 
distances: one has no idea if the flashes are nearby or a few 
hundred miles away. If range is purposely limited by reducing 
sensitivity, only the more energetic cloud-to-ground flashes are 
received and the earlier intracloud discharges are missed. 
However, by sensing VLF field changes in the "near field" where 
signal intensity decreases rapidly with distance ( l / R 3 ) ,  one can 
eliminate reception of distant signals without decreasing 
sensitivity for nearby flashes. 

Use of this flat plate antenna section makes it possible to 
survey for lightning for about 50 km in all directions on days with 
limited visibility without having to point the detector at specific 
clouds. Such omnLdirectiona1 sensing can be done before there are 
any nearby visible clouds. It is best to use this mode outdoors 
since electric signals are screened from the interior of buildings 
with metal structure. 

When threatening clouds appear, the instrument can be switched 
to the "optical" or "both" (coincidence) mode to see if these 
clouds contain lightning. In any of the three operational modes 
the unique staccato sound signature characteristic of lightning 
(caused by the strokes within each flash) can be heard: this is 
useful for distinguishing lightning from any noise sources. 
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DISTANCE TO LIGHTNING 

In the early part of a storm, when lightning is occurring only 
once every few minutes or a few times per minute -- so that 
individual, flashes (beeps from the instrument) can be associated 
with subsequent thunder -- it is possible to determine the distance 
to the discharge. This classic "flash to bang" method works 
because sound travels 1 mile in 5 seconds. The technique is useful 
for distances up to about 8 km, or possibly as much as 15 km on 
occasion, depending on sound propagation and lightning frequency. 

RANGE 

The detector's range is essentially line-of-sight. However, 
it is capable of picking up lightning from clouds behind those in 
the foreground because of light transmission through the thin veil 
of high cirrus clouds which is often present near thunderstorms. 
Thus, the range is not usually restricted to the closest clouds and 
it is on the order of 50 km with other clouds between the source 
and detector. The range can be as much as 150 km in clean air with 
no clouds between the detector and clouds with lightning. 

CIRCUIT FEATURES 

The accompanying block diagram shows the components of the 
circuitry. A highpass filter and bandpass filter restrict signals 
essentially to lightning (and strobe lights when operated in the 
purely optical mode). The detection threshold automatically 
adjusts to a level just below that of the variable background light 
intensity to maximize sensitivity. The timing diagram illustrates 
how the optical and field change sections trigger when the 
threshold is exceeded and how the signal is maintained for 50 ms 
to aid in hearing the pulses (strokes). This diagram illustrates 
how both signals must be on for the coincidence circuit to respond. 

PHYSICAL SPECIFICATIONS 

The M-10 dimensions are 18 cm (7.0 in) x 10 cm (3.8 in) x 3.5 
cm (1.3 in). It weighs 450 gm (1 lb). A fitting in the base 
allows it to be mounted on a camera tripod so it can easily be 
pointed toward suspicious clouds without having to hold it in 
position by hand for an extended period of time. (It also can be 
supported by any convenient object. ) It can be heard 20 meters 
away when background noise is low. The instrument is powered by 
two 9 volt alkaline transistor batteries which are inserted into 
molded housings when the back plate is removed. The detector beeps 
every 3 seconds when the batteries need replacement. 

APPLICATIONS 

To date over 100 optical lightning detectors are being used 
at universities and golf courses as well as government laboratories 
and field test sites. A half dozen observers covering the KSC test 
area could tell with 100% reliability if any visible clouds over 
or near the region contained'any kind of lightning. 
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Errors in Electric Field Measurements Using Instrumented Aircraft 
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Characteristic Features of Small, Average, and Large Ion Concentrations 
in Different Mobility Ranges, During Thunderstorms at Poona, India 
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James R. Vosteen and William E. Vosteen 
Monroe Electronics, Inc. 
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72is paper was presented at the 1991 International Conference on Lightning and Static Electricity 
April 16-19,19!21 at Cocoa Beach, Fibria% USA 

ABSTRACT 

A redesign effort was undertaken starting in the fall of 1988 to replace our Models 1019A and 1019B fieldme- 
ter probes resulting in greatly improved performance. Extensive testing was conducted to confirm perform- 
ance of the new design and to evaluate outdoor atmospheric applicability. We will discuss theory of operation, 
design improvements, performance, proper use, maintenance, and applications for the new intrinsically safe 
design. 

INTRODUCTION 

The feedback vibrating capacitor fieldmeter was first developed in 1965 by Robert E. Vosteen [l], founder of 
Monroe Electronics, Inc., to address problems a manufacturer of coated film was having with its production 
lines during winter months when humidity is low and static events are more prevalent. The client did have 
field mills at the time. They were custom made in house for their own use. 

The stator was made from copper clad glass epoxy printed circuit board material etched to 18 equal segments. 
The rotor was made from stainless steel. Regular calibration was required due to changcs in impedance of the 
glass epoxy from surface contamination, possible charge holding characteristics of the glass epoxy and contact 
potential differences of the bare copper and stainless steel. 

Bearing noise from motors of 25 years ago was also a problem and little was known about contact potential at 
the time. The calibration procedure was a real ordeal as remembered by one of their employees who used to 
do it. 

By incorporating a feedback null seeking technique, calibration of the vibrating capacitor probe was made 
extremely stable over time being little affected by changes in impedance due to surface contamination of the 
electrode insulator or changes in modulator efficiency. Zero drift was about 2% due mostly to contact poten- 
tial of the gold plated electrode and aperture plate. 

Field mill design has improved immensely since those days. Much improved motors, better insulating materi- 
als, better knowledge of contact potentials and better mechanical and electronic design has resulted in extreme- 
ly accurate and stable modern instruments. 

Regular calibration is still required if the mill is used in an environment where the electrode stator insulators 
can get contaminated thereby changing their insulating properties and calibration. 

The film manufacturer uses Monroe Electronics' vibrating capacitor fieldmeters exclusively and have units 20 
years old still in use. They are presently embarking on a replacement program to take advantage of the in- 
creased performance and stability of the new design probes which we will proceed to describe. One of our 
goals in the redesign effort was to close certain performance gaps between our previous design and state of the 
art field mills. 
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PRINCIPLE OF OPERATION 

The sensitive electrode "senses" the field to be measured through the aperture in the probe gradient cap. The 
A.C. signal induced on this electrode is proportional to its excursion path length and the strength of the 
ambient field. The polarity of this field determines phase. This signal and a reference signal from the oscilla- 
tor are fed into a phase sensitive detector whose output feeds a D.C. integrating amplifier. The output of this 
amplifier is used to drive the electrode to a potential just sufficient to neutralize the net field at the sensitive 
electrode. 

This feedback principle and null seeking operation combine to make a remarkably stable and highly accurate 
instrument. 

DESIGN IMPROVEMENTS 

A new patented low noise pre-amp [2] was employed which reduced noise by a factor of 10. 

Electrode size was increased from 0.5 inch to 0.625 inch resulting in an approximate 50% increase in area 
which translates to conversion efficiency or gain. Alloy 304 stainless steel was used wherever possible for the 
electrode and for parts viewed by the electrode. Research [3] has shown stainless steel to be a superior mate- 
rial for reducing contact potential effect in fieldmeters. 

If increased speed of response is deemed by the user to be more important than low noise then the pre-amp 
gain can be changed to increase speed 10% to 90% to a maximum of 50 milliseconds. A time of 250 millisec- 
onds is typical in the low noise mode. 

The gradient cap on the new design is at ground potential whereas the old one was at driven shield potential. 
This enhances the intrinsically safe design, hardens the unit to static discharge and may improve measurement 
accuracy in high fields. 

Better purging is designed into the 1019E version for reliable performance under extremely dirty conditions. 
An air column surrounds the gradient cap as well as exiting through the gradient cap aperture. The old design 
purged through the aperture only and charge-carrying contamination could deposit on the gradient cap altering 
measurements being taken. 

Applications 

There are now three fieldmeter mainframes used to cover a range of application. 

1. Model 245 is a single channel battery powered unit used for trouble shooting static hazards 
and taking of measurements where a.c. power is not available. 

2. Model 273 is a single channel unit with 2 symmetrical alarm levels. Relays are supplied via 
barrier strip to allow automated control of chart recorder, external alarms or high voltage 
supplies, etc. Optional battery power is available. 

Model 171 is a multichannel (2 to 16) unit for monitoring and alarming snore than one site at 
a central location. Up to 1000 feet of probe cable may be used on all instruments. 

3. 

All units are 1019E & F compatible. The E probe is designed with long term monitoring in mind and has 
better purging capabilities and better shielding of cables for noise reduction. The F probe is the same probe 
head but much smaller and is used for short term monitoring or where small size is of importance. These 
units are used in monitoring: 
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A. Charge accumulation 

1. Fueling monitoring 
2. Filling stations/processes 
3. Painting operations 
4. Explosives handling 
5. Solid rocket manufacturing procases 
6. Read-write head analysis 
7. Mixing processes 
8. Transport systems ducting, pipe lines, etc. 

B. Coating processes 

1. Metalcoating 
2. Paper coating 
3. Film coating 
4. Solvent coating 

C. Atmospheric monitoring 

1. 
2. Research 
3. Lightning hazard warning 

H V D C transmission lines 

Intrinsic Safety [4] 

Probes have been certified Class I, Division 1, Groups C & D intrinsically safe by Factory Mutual Research 
Corporation when used with approved barriers. With purging and interlocks, Division 1, Groups A & B re- 
quirements can be met [5]. 

Sensitivity 

Sensitivity is controlled by hole size in the gradient cap. Ranges from If: 10 kVlm to 2MVlm are possible. 
The larger the hole size, the greater the sensitivity and the lower the full scale field strength. 

It is recommended that the range of most interest to the user should be the approximate mid-range of full scale 
sensitivity. 

Some degradation in speed of response will be noticed on the more sensitive ranges due to loss of feedback 
gain because of the larger aperture sizes. 

Calibration 

Calibration is done using the parallel plate method. The probe is placed flush with a grounded plane and a 
voltage is applied to a parallel plate a set distance from the probe. A minimum ratio of 5: 1 width of plate to 
distance between plates is recommended [6] .  Using this method, kVIM, kV/cm and kVIin sensitivities can be 
calibrated. Larger fixtures with greater distance (10cm) between plates are considered optimum but are not 
always practical and can be of some danger to the user due to high voltages required. Well made fixtures with 
spacings of lcm to 1 inch have been found to correlate well with the larger fixtures. 

Testing was performed to compare the lcm fixture to the lOcm fixture and check linearity. 
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Eaubment 

Calibration Fixture #1 (lOcm) 
Dimensions: plates 58.7cm x 58.7cm 

insulators lOcm 

Calibration Fixture #2 (lcm) 
Dimensions: plates 15.2cm x 15.2cm 

insulators lcm 

Monroe Electronics Model 152A f lOkV Coronaply 
Monroe Electronics Model 241 f3kV reference supply 
Monroe Electronics Model 175-57 1OOO: 1 divider 
Data Precision 2540A1 digital voltmeter 
Monroe Electronics Model 273 fieldmeter with 1019F-3 probe (lkV/cm or 100kV/M) 

The Model 152A was used for the 2kV to lOkV range. Output was checked and adjusted using the 175-57 
divider and 2540Al meter. The Model 241 is a 0.05% instrument and no adjustments were required in the 1V 
to lOOOV range. 

The fixtures were placed on a cardboard box to isolate them from leakage to the benchtop. The fieldmeter 
was calibrated at full scale on the lOcm fixture. 1OkV at lOcm = 100kV/m and 10.000 VDC output. Voltage 
applied was then reduced 1 decade at a time and fieldmeter output measurements taken. The last (mV) digit 
on output voltages flashed f 1 due to noise. The F model probes have a lesser degree of shielding on the 
probe cable and therefore may exhibit a greater degree of noise from local sources. As can be seen from the 
data, the output was linear within 0.05% and sensitive to 10Vlm. When the same test was then performed on 
the lcm fixture without re-calibration, full scale output started at lOOOV at lcm = 9.846VDC. This was 
noted to be about 1.5 % difference. Some of this difference is attributed to variation in calibration distance. 
Other factors such as field convergence may be affecting calibration at the close spacing. The accuracy of 
your calibration is correlated directly to how well you know your plate spacing, flatness and adequate size as 
described earlier to insure straight field lines. 

Cleaning 

When cleaning is required (the probe is disassembled and) the gradient cap is removed. At this time, care 
must be taken not to drop the probe or allow the electrode to receive any blows or contact with anything but 
the solvent cleaner. It is fairly fragile and can be fractured from its insulator if exposed to excessive force. 
The electrode should not be pushed on as this can alter the magnetic set of the transducer possibly altering the 
performance. Recommended solvent for cleaning purposes is Miller Stephenson MS 160/C02 or technical 
grade isopropyl alcohol. Any other solvent may attack conductive polymer used in manufacturing and render 
probe inoperable. Flush the electrode and transducer with a spray and dry with light application of Aero 
Duster (MS222) or clean dry low pressure air. Clean the gradient cap with same solvent and wipe dry with a 
lint free wipe. Re-assemble gradient cap to base making sure it is well seated. A short bake in an oven at 
75°C will drive off any residue solvent and help to stabilize the probe. 

Purging; 

Purging is highly recommended when any long term monitoring (more than 24 hours) is undertaken. The only 
place purging may not be required is in a clean room or other similar ultra clean environment. Due to the 
close spacings used in the probe particulate contamination will cause zero drift due to charge holding charac- 
teristics of contaminants. 
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Well filtered air is recommended and filtered inert gas such as argon or nitrogen can be used where air may 
not be compatible with the environment being monitored. 

Existing gas supplies to be used for purging should be equipped with dedicated filtering for purging use only. 
Supply filters are available capable of removing 99.99% of 0.1 micron oil, water and dirt when properly main- 
tained per manufacturer's instructions. Replaceable in line filters can also be used to fiuther enhance filtering. 
Zero drift should be monitored and re-zeroed as required at intervals determined by the user to keep error 
within acceptable limits. If excessive zero drift is observed the probe should be disassembled, cleaned and 
recalibrated. Air filter maintenance should be done at this time also. Recalibration is required only after 
disassembly of the probe. Calibration is unaffected by contaminants. 

Environmental Testing 

Hundreds of hours of tests have been performed to establish working parameters of the probes. 

A Tenney environmental chamber has been used for indoor testing of humidity and temperature effects. The 
probes have been found to work well in specified temperature ranges of -30°C to + 100°C and 0 to 100% 
humidity (non-condensing). Temperature drift has been found to be about 0.5% from -30°C to 100°C. A test 
was performed to check performance at 10°C increments through the full temperature range. Data taken 
involved zero drift, calibration, speed of response (which equates with overall gain) and noise. A zero offset 
of around 2% is induced starting at around 80°C to 90°C. This only takes place on an initial ramp up to 
100°C. The probe can then be re-zeroed and will hold within 0.5% zero drift over the temperature range. 
Calibration was found to hold within 0.05% through the full temperature range. 

Speed of response is degraded starting at about 60°C to 70°C. A probe exhibiting a 10% to 90% speed of 250 
milliseconds at room ambient will degrade to 500 milliseconds at these higher temperatures. This is probably 
due to loss in modulator efficiency. There is also some loss of performance at temperatures below 0°C al- 
though to a much smaller degree. Noise was found to remain stable through the temperature range varying 
only 2-3 mV peak to peak. 

Drift Under Working Conditions 

Our old design probe has a platinum/palladiumlgold thick film over ceramic electrode viewing a gold plated 
stainless steel gradient cap. The use of stainless steel in these parts has greatly reduced observable drift rates. 
Contact potential and modulator efficiency are known to be the largest factors effecting drift. Modulator effi- 
ciency in field mills is vastly superior to that of the vibrating capacitor and greater spacings of electrode to 
vanes are possible with this combination greatly reducing contact potential effects. A larger more powerful 
modulator with a larger electrode could be used to enhance stability but intrinsic safety of the present design 
would most probably be lost. 

Outdoor drift rates are probably a worst case due to changes in air pollution levels and the chemical cocktail 
always present in the atmosphere. Fluctuating temperature and humidity also will affect drift. 

Observed zero drift outdoors usually runs less than 0.1 A per day, <0.5 96 per week and < 1 % per month. 
These guideline parameters may be better or worse depending on air quality and weather conditions of a given 
location. The user would determine drift rates through checks and decide on a zeroing schedule compatible 
with the accuracy of measurements required. 

Indoor drift rates are usually much lower. A probe was left running unpurged on a bench in the factory in a 
zero field and drift was less than 0.1 % for a period of three weeks. In a clean room situation drift would 
probably be lower yet. Conversely, in extremely dirty conditions or chemically contaminated atmospheric 
drift may be enhanced. Attention to good purging practices will minimize drift under ali conditions. 
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Development Of Outdoor Probe And Fixture 

Feasibility testing was done at New Mexico Tech. Langmuir Laboratory in November - December 1988 with 
the help of Dr. William Rison [7]. We compared the signals of our Model 245/old 1019A with their E-100 
field mill, which was designed for airborne applications by Dr. William P. Winn, for a period of six weeks. 
These mills are in use for ground level measurements at several research and military installations in New 
Mexico. Little attention was paid to getting absolute calibration of measurements. We were most interested in 
seeing how well the instruments would track under similar conditions. The signals on the chart recorder were 
nearly identical for the period. The main discrepancy noted was zero drift of the 1019A. I t  would quickly 
(within 48 hours) drift off about 2% of full scale or 200V/m and then stabilize. This made it impossible for 
accurate measurements of ambient E-field to be taken. 

The outdoor fixture in use at the time was that of a downward facing probe viewing a grounded wire mesh 
grid. A probe height of approximately 14" gave the same reading as one facing upward flush with the ground. 
The NM Tech fixture was also downward facing but at a greater distance from ground and viewing ground. It 
was explained by Bill Winn that this arrangement works like an antenna enhancing the E-field by a factor 
determined by comparison with an upward facing flush mounted mill. The face of the mill is at approximately 
1 meter, giving an enhancement factor of about 7:1, i.e. 60 kV/m at the face of the mill gave 8.4 kV/m in the 
fixture. It is felt that under most conditions, the earth'itself is an adequate static ground. Unusual geological 
situations do exist where the earth is not a good ground. In this case a grounded wire mesh grid or  plate 
should be provided for the fieldmeter to view. 

Our latest design outdoor fixture 1019G is patterned after the New Mexico Tech design. There are several 
advantages: 

1. Reasonable manufacturing cost 
2. Good portability 
3. Stable in high wind conditions 
4. Works well in adverse conditions (rain, snow, etc.) 
5.  Enhances performance factors of the fieldmeter used 
6. Excellent for long term monitoring at fixed sites 

The probe faces downward at a height of approximately 1 meter. The full scale sensitivity of the probe is 
20kVlm which becomes 5kV/m when used on the fixture. Our enhancement factor is 4:l where the Tech 
fixture is 7: 1 at approximately the same height. Our probe is equipped with a round 6 inch diameter field 
normalization plate which also works as a roof keeping rain from the probe aperture. This plate allows less of 
the E-field converging on the fixture to reach the electrode therefore making the enhancement factor less. 
Each design of fieldmeter will have its own enhancement factor when used in this downward facing mode. 

A rain proof NEMA enclosure is attached to the fixture for permanent installations. This contains a small air 
pump with filters for purging, an electrical box for AC connections and a dry place for probe connections. It 
is recommended that all wiring to a permanent installation be run in buried conduit and be well grounded. 

The probe is equipped with a self regulating heater which will enhance performance at low temperature and 
keep the probe free from condensation which can deposit contaminants over time and degrade performance. 
Temperature inside the probe is raised about 20°C at -30°C and stops working completely at about +50°C. 
At +20°C the temperature inside is about +33"C; at +3O"C, it is about +36"C and at +40°C, about 
+4loC. 

The fSkV/m full scale range was selected because the range of most interest in lightning hazard warning is in 
the f3kV/m range. Bill Rison suggested that an adequate speed of response for the probe would be around 
200 milliseconds. This will allow the user to detect lightning discharge in the range of 3 - 5km radius with use 
of a chart recorder. The spikes seen at this distance would be on the order of the ambient field at 100 to 
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200V/m. Gain was added at the pre-amp to reach this speed with some increase in noise to about 10 - 12 mV 
peak to peak. This level still allows for a maximum sensitivity of less than 5V/m. The gradient cap can be 
changed for wider range measurements should they be desired, the 4: 1 enhancement factor being constant. 

Many months of outdoor year around testing have been done. No probe failures have been noted. They have 
survived normal and severe weather conditions well. 

At present we are doing a final evaluation with the help of Bill Jafferies at NASA atmospheric science labora- 
tory. Initial results look promising. The unit tracks well with the on-site field mills in ambient E-fields. As 
of this writing no storms have passed by and ovtputs need to be compared under higher fields. We also plan 
to check fixture calibration with a flush mounted mill and adjust it if required. 

Conclusion 

This new design has proven itself to be a significant improvement over the old design. Further studies are 
needed in material selection and mechanical design considerations to minimize contact potential effects. 
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OPTIMAL PARAMETERS OF LEADER DEVELOPBdENT IN LIGHTNING 

N. I. Pe trov a d  G. N. Pe trova 
Branch of All-Union Electrotechnical Institute,143500 IstrayMoscow region,USSR 

Abstract 

The dependences between the different parameters of a leader in lightning theoretically 
are obtained.The physical mechaniam of the instability leading to the formation of the 
streamer zone is supposed.The instability has the wave nature and is caused by the self- 
influence effects of the space charge.Using a stability condition of the leader propaga- 
tion a dependence between the current across a leader head and the its velocity of mo- 
ving is obtained.The dependence of the streamer zone length on the gap length is obtai- 
ned.It is shown that the streamer zone length is saturated with the increasing of the 
gap 1ength.A comparison of the obtained dependences with the experimental data is re- 
sult e d. 

1 Introduction 
A consideration of leader discharge pro- 

pagation is based on the investigation of 
charged particles moving in electric field. 
A particle moves in the potential created by 
all others charges.The oalculation of that 
seff-consistent potential is a difficult ma- 
thematical problem.Therefore it is important 
to construct an alternative approach for the 
analysis of such self-consistent problem, 
Particularly,an approach similar to the one 
used nonlinear wave theory for analysis of 
the self-influence effects in a nonlinear 
media turns out to be effective.At such ap- 
proach a leader process is described by the 
nonlinear wave equations of evolution type, 
which from the continuity equations for the 
partieles and Poisson equation for the 
electric field may be obtained.Note,that the 
nonlinear wave equation being constructed 
for the complex wave function Y&,y,a,C) ,de- 
termined from the condition p = ly(2 ,where 

JJ is the charge density.Such approach al- 
lows to anderstand the physical picture of 
many effects in leader process,in particur- 
lar, the mechanism of instability, leading to 
the streamer corona formation. 

of physical processes in a leader discharge 
caused by the self-influence effects is sug- 
ge 8 ted, 

2 Streamer zone foraation 

Leader process begins from the formation 
of streamer corona,consisting of multitude 
individual streamers.It is known that the 
streamers formation is caused by the avalan- 
che-streamer transition.However a series of 
pecularrieties of streamer have not a physi- 
cal explanation so far.In particular the phy- 
sical picture of the keeping of stremer head 
radius along the all its trajectory is not 
known.It is necessary to solve the two-dimen- 
sional equations for explanation o f  this ef- 
fect: 

In this paper a qualitative consideration 

(2)  

where j =  enpE + e D V n  I s  the current densi- 
ty, yL and p are number density of electro- 
ns and positive ions,respectively, d is the 
ionization coefficient, ?/is the drift velo- 
city, b is the diffusion coefficient,hf is 
the charges produced due to the gas photoio- 
nization per volume and time, 
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A quasiclassical approach for the analy- 
s i s  of this system of equations allows to elu- 
cidate the physical picture of streamer radi- 
us preservation.Coulomb repulsive interaotion 
between the charges,leading to the decrease 
of particles number and the ionization in the 
potential created by the same charges,which 
lead to the increase of charge number are the 
basic processes keeping the streamer radius. 
A next qualitative analysis may be presented. 
The growth of number of charges in some regi- 
on at the time dt  is determined by the ex- 
pression 

(4) 

where gi = d z f  is the ionization coefficient. 
The decrease of the particles at the same 
time d t  from this region because of Coulomb 
interaction is equal to 

(5 1 
where f is the mean density of charges, 
v = ~ E *  = ) Q / 4 ~ 4 2 2  
of the electrons, €2 it: &e electric field 
at the streamer head with radius t 
A stationary propagation of streamer take 
place at the fulfilment of equality 

is the mobility 

dQ, = d 8 -  
Hence it follows that the mean density of 
charges and the radius of streamer are equal 

(7 1 
where E, c Et is the external electric field, 

Le. is determined by only the gas properties. 
Note that at the 4 ~ 4 ~  da+<d&and the 

conductivity L is insufficient in order to 
oust the field from this region in consequen- 
ce of Maxwell relaxation at the time t- f / J i .  
Therefore the radius 4 grows to value qo , 
Le. when the Maxwell relaxation timeG=Y4q6 
is compared with the conductivity growth ti- 
me -t - l[,); .Later on the growth of streamer 
radius 1s ceased because of the quickly ous- 
ting of field from the streamer head forward. 
It is noted that such picture occures in the 
electronegative gases,where the influence of 
processes in a channel is not essential.In 
the electropositive gases the radius of-the 
streamer depends also on the conductivity of 
2 channel and must be greater than the&r&. 
A charge of the head of streamer may be eva- 



luated as follows: 
3 

90 - - T ?  hr q: =g&E,($) e io2% (9) 

At the EO= 24 kV/cm and d = I02clp;' in 
air we oqtaine,that the 5 = 2.4.10- cor 
amer the field d = 89 kV m is necessary. 
Then the d 5 O.75.1O3cmLp e d  the strqamer 
charge is equal toq.*1.6*10- c ( & = l o  ). 
A process in the streamer channel influence 
on its development only up to distance t'- 

9 where $0 is the attachment coeffici- 
Zn(f ~,*1Q-7sec in air).At further removing 
from the electrode a streamer head lose the 
conductive connection with its,but the neces- 
s a r y  intensification of field on the head is 
ensured because o f  its polarization in the 
external electric field. 
A such mechanism allows to explahn the de- 

pendence of streamer velocity on the value 
of external electric field.So,from the sys- 
tem (1-3) may be obtained 

Ne 110 .In S k  for the development of stre- 

E is the electric 
constant, % =  G;,, - 

+-- S/Z, c P Ea * Prom here one can see that the streamer ve- 
locity has the threshold character of depen- 
dence on the external electric field.This 
leads to the quickly stopping of streamer at 
the decreaee of field lcawer the critical va- 

relaxation time of charges rnn* $ h d .  Thus 
the cross electric field is created,pinching 
the charges into the axis region and leading 
to the pinch of the head. The velocity of 
pinching is determined by the degree of non- 
uniformity of conductivity and -ell relax- 
ation time 2, . 
3.2 Plasma clots formation 

streamer zone of negative leader the plasma 
clots are formed,from which in the opposite 
direction the positive volume leader is pro- 
pagated.A physical mechanism of the plasma 
clot formation is not clear.Lower the physi- 
cal mechanism of plasma clot formation is 
suggested.It is known that the streamers star- 
ting out of the leader tip are connected with 
the leader head galvanically up to the dis- 
tance approximately of few centimeters,A max- 
imum length is determined by the disintegra- 
tion time of the plas in the old arts of 
the streamer channel ea= %/? , 3.- 4$ is the 
electron detachment frequqncy.This time in 
air is equal to 'iT - 10- sec.A further pro- 
pagation of the streamers take place at the 
absence of the galvanic connection with the 
leader tip.The losses of the energy are com- 
pensated at the expense of the external elec- 
tric field energy.The plaema formations with 
the length of approximately 1 cm are polari- 
zated in the electric fie1d.A force acting on 
the dipoles in the nonuniform electric field 
equal to 

It is known f f l  ,that at the front of the 

F + ? . E ,  
lue E,% . 
the long gaps only the numerous streamers 
are propagated,which form the streamer zone. 
Elucidation of physical mechanism of insta- 
bility leading to the formation of streamer 
zone is of interest.When the charge density 
reaches the critical value, the breaking into 
the threads(streamers) is occuring,i.e. the 
analogy with the breaking of-ligktr beam or 
acoustics wave in nonlinear media is exist. 

mation of streamer zone has the wave nature 
and is not connected with the temperature 
instability.The role of critical power in 
this case the critical charge density in the 
leader head plays,and besides the number o f  
streamers is equal to A&=@/$ at the in- 
culcate into the gap of charge Q .  

3 Physical picture of leader propagation 

both positive and negative leaders is the 
essential influence of the space charge of 
the streamer zone.Formation of a new leader 
head and its moving is caused owing to the 
self-influence processes and the ability of  the steps by the velocity of the leader and 
streamers to propagate in the region of the the length of streamer Bone is determined. 
weekly field. This it seems leads to the decrease of the 
3.1 Pinching effect in the leader front time interval between the steps when the lea- 

As the mechanism of a pinch usually the der approaches to the gr0und.A schematic pic- 
low-temperature overheating instability is ture of stepped propagation of a leader is 
suggested L d l  .However the time of pinching 
in this case is determined by the thermal 
processes.A next physical picture of the 
pinch not connected with the thermal proces- 
ses may be suggested.Because of the nonuni- 
form distribution of the electric field at 
the leader front the distribution of charges 
created in this field turn out to be also 
nonuniformity,i.e. the nonuniform distribu- zone 
tion of conductivity d ( S , X ) =  e p h ( ' t . 2 )  is 
formed.The axis region of the head has the 
greater conductivity.Therefore the electric 
field is ousted from there forward quickly 
than the from periphery regions.The ousting 
time of field is determined by the Maxwell 

In the nonuniform gaps the critical field ~ ~ ~ ~ ~ $ ~ g f f e l d ~ s  the 

in the strong field region,i.e. the focusing 
of dipoles take place.Note that the formation 
of phSJna clot not depends on the polarity of 
leader and take place also in a positive lea- 
der. 

3.3 Stepped leader propagation mechanism 

the polarity and the humidity.A negative lea- 
der propagates only in the stepped f0rm.A po- 
sitive leader may to propagate both continuo- 
us and stepped forms. 

positive leader may be suggested.The first of 
these is connected with the feeding difficul- 
ties of the leader channe1,and the second 

on of plasma clot at the 
r zone,analogically to the 

negative 1eader.h the first case the time 
Characteristic peculiarity of propagation pause between the steps or the flashing of 

the leader channel is not connected with the 
length of the streamer zone and the velocity 
of the leader and not has a periodic charac- 
ter.In the second case the pause time between 

moment* ' is the 
is reached Only near by in Hence it follows that the plasma dipoles &paw 

A continuous or stepped propagation of a 
Note that the instability leading to the for- leader to be take place in the dependence On 

Two forma of the stepped propagation of 

--positive leader head r- 
plasma clot 

Pig. 1 
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It i s  seen from fig.1 tha t  the pause time 
between t h e  s teps  depends on the ve loc i t ies  
of the posi t ive V, and negat ve ZC leaders  
and the streamer zone length jdt .Effective 
veloci ty  of the stepped leader propagation 
or the mean leader veloci ty  is determined a s  
the 

where H 
time of leader propagation, & i s  the number 
of steps. 
AB it follows from (1 1 )  at  the nt  = const the 
effect ive veloci ty  of stepped leader  growa 
with the increasing of streamer zone length, 

4 Optimal parameters of leader  
A s t a b i l i t y  propagation of a leader  is 

possible at  the establishment of balance bet- 
ween the processee i n  the channe1,leader head 

is  the gap length,  d is the f u l l  

' and atrearbier zone (Pigo2).In par t icular ,a  

I \ 

I I 
\ 1 

channel leader  -:;-- of 

--- streamer 
zone 1 4  

Fig.2 

f u l l  current flowing in each these regions 
must be the 8ame.h a channel the current is 
determined i n  the main by the conduction cur- 
rent  

i. = Ttf ~ (12) 

where 2, is  the channel radius ,  b i s  the 
conductivity. 
In a streamer zone the displacement current 
caused by the moving of charges flows 

i,=f*2/c , (13) 
where f!. is  the charge per un i t  length,  V, 
is the leader velocity. 
Finally at the f ront  of streamer zone the 
%lean1* displacement current,not connected 
with the charges moving takes place 

id = E ,  Z Z .  a t  J (14) 

where s is  the area of streamer zone front .  
Note t h a t  e- F. & PJ and s- t!: ,where 
i the e l e c t r i c  f i e l d  i n  the streamer zone, 1 s  is  the streamer zone length. 
Hence it  follows the correlat ion 

a 
&2 .h f l e k - s / s  -&%.%./$ (15) 

where aE/aZ  is  the derivative of e l e c t r i c  
f i e l d  along the propagation direqt ion of lea- 
der a t  the streamer zone f r o n t ,  j h  is  the 
current density i n  the leader  head, & is  
the radius  of leader head. 
Note tha t  the e l e c t r i c  f i e l d  i n  the streamer 
zone is kept along the a l l  i ts  lengths21 . 
A pinch of leader  head takes place at  the 
reaching of c r i t i c a l  power wet =d& = 61, -E:, . 
where 64=&J"'9r+ = const.Since E4 - Zh , then &- - Z h  Then from (15)  we obtain the correlat ion 
2: - & *  q . 

4.1 The veloci ty  of leader  
The veloci ty  o f  leader  analogically t o  

the veloci ty  of streamers is  determined by 
the effect ive ionization coeff ic ient  d 4  
before the head: 

Vr (=%; - *d4*% ZX (16) 

It is seen from (16),that at  the A-# ZA1"1 
the veloci ty  of leader is  constant.Therefore 

+ e, 4 ,where 3 e  .-. E8.4'~ i e  the potenti- 
a l  of leader  head.At the d.H % A  
Y-OC4. v. zh and the streamer zone length 
i proportional t o  the square of head radius  

For the current m the leader head we obtain 

E , -  Z$ .The current i n  the head i m ti - 
?a -. ~2 ((S/Z! rconst). 

(17) 

Hence it follows tha t  the current grows with 
the increase of potent ia l  of leader  head as 

and the veloci ty  

The veloci ty  dependence on.the current flow- 
ing across the leader  head is presented in 
fig.3. 

- J p  
g -  ; ' / ' -spc /A 

C,A 
0 

Fig.3 

4.2 The streamer zone length 

ning of the dependence of streamer zone length 
length on the gap length may be obtained: 

From (15) the equation f o r  the determi- 

It i s  known t h a t  the e l e c t r i c  f i e l d  in tens i ty  
i s  determined by the equation 

where yrx + x  
a l  Yi created by the electrode and the po- 
t e n t i a l  x 
the streamer zone. 
The potent ia l  9 is  the solut ion of Poisson 
equation b y =  4r,P 
from the i n t e g r a l  equation 

E= pad Y 
i s  the sum of the potenti- 

created by the space charge of 

and may be obtained 

(19) 

where d S= R 6' 'j&*dd, R is the ra- 
dius of electrode d=P.&b/Aris the surface 
cherge density,  d 
the electrode surface,  tt. i s  the distance 
between the element of c arge and the point 
of observing, dv= 22 dt A B.46 , e is 
the angle of integrat ion. .  
The d is t r ibu t ion  of the charge density along 
the radius  of streamer zone may be determined 
on the known e l e c t r i c  f i e l d  from the equation 

&rr 4.t$ (20) 

is the e l e c t r i c  f i e l d  on 

Since the e l e c t r i c  f i e l d  in tens i ty  in the 
streamer zone is  not changed along the a l l  
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its length {3] then from (20) we obtaine 

f(Z) z y o  > (21 1 
where fi=JP,.%,&.s the electric field near the 

10 - 

f i o  10% 103 104 

FLI. 4 
It is found that when the influence of elec- 
trode is not take into accounted the streamer 
zone len th grows linearly to the gap length 
(curve 17.The streamer zone length is satura- 
ted when the influence of electrode is take 
into accounted (curve 2). 

5 Fractal nature of lightning 

It is known th&t even at the identical 
external conditions(gap geometry,atmosphere 
conditions,applied vgltage) the characteris- 
tics of discharge behave accidentally.In par- 
ticular the trajectory of  lightning represents 
something crooked line changing from case to 
case.However it may be showed that the chan- 
nel dynamics is described Sy the determinic 
equations,i.e.the chance picture o f  trajec- 
tory is determined by the internal properti- 
es of leader,but not the external chance in- 
f1uences.A series of quantitative characte- 
ristics may be introduced which allow to dif- 
fer the one picture o f  discharge from other. 
These are fractal dimensions.So,the channel 
length of lightning L measured by the put on 
the sections with the length k' depend on the 
minimal length l,&, by the degree manner 

L&)= f (+,, , 
where D 
the interval lLDL2.Fractal dimension D 
change at the changing of characteristic 
length of straight sections of channel and 
its orientation angle,In one,% turn this cha- 
racteristic length is connected with the 
streamer zone length that determines the pa- 
rameters o f  the electromagnetic radiation of 
1ightning.Therefore the amplitude-frequency 
characteristics of lightning radiation also 
possess by the fractal nature.This property 
may be used for the re-establishment of the 
channel Parameters on the characteristics of 
the electromagnetic radiation. 

A growth of streatiier zone of leader may 
be described also on the basis of the growth 
law of branching physical system,possessing ! - -  
by the fractal properties.The fractal dimen- 
sion 3 of the streamer zone may be determi- 
ned by means of calculation the number of 
streamers branches (or the streamers heads), 
keeping in the sphere wmth radius R at dif- 
ferent R : P 

is the fractal dimension,changing in 

n/lt) = f;P~'t).z~-'. dt = RD, (22) 
where 
streamers head, Q? is the space dimension. 
Hence it f o l l o w s  that the charge density dis- 
tribution satisfies the law 

is t e'density distribution o f  

3-d  g(4- 2 

It is known that the electric field intensity 
in the streamer zone is keeped along'the its 
length121 .From the Poisson equation e&'&= 4rJ 
we obtaine , that this take place at the K t l -  t-l, 
Le. at the 0 12 in three-dimensional apace. 
Therefore the streamer zone represent, the 
fractal structure with the dimension D = 2 . 
6 Discussion and conclusion 

The dependences obtained above may be 
used at the calculating of  leader parameters 
i n  1ightning.Using the relations ( 7) we can 
leader head potential24 of 1ightning.It is 
known 31 that the streamer zone length is 
equal 60 & = lm and& ". 500 kV ip the labora- 
tory gaps at the leader currentbe'l A .A cha- 
racteristic current o f  leader in lightning is 
equal to & ̂ . 100 A k4] .Hence we obtain that the 
characteristic streamer zone length i s  equal 
to 13Le20 m,and the potential o f  leader head 
Yh = 10 MV,that agrees with the experimen- 

tal observations. 
In table 1 some values o f  current in lea- 

der cz ,radius of leader'tA ,potential of lea- 
der head34 ,velocity of leader g4 ,streamer 
zone length C& for different gap length H 
w e  presented.At the current in leader i t - 1  A 
the values of parameters are presented from 
the laboratory experiments in long air gap. 

evaluate the streamer zone length b 5k or the 

TabPe 1 

It is seen from table that the calcula'ted-: 
values agree with the experimental data obtai- 
ned f o r  1ightning.Adduced relations between the 
Parameters are related to the leader stage of 
diacharge.Ilowever these determine also the 
characteristics of discharge in the return 
stroke stage.So,streamer zone length determines 
a duration of  return stroke current,connected 
with the neutralization of space charge around 
the channe1,As was shown above,streamer zone 
length is saturated at the $rowth of gap length, 
This explains the slow change of the duration 
of return stroke current from case to case. 
Note that streamer zone length determines also 
the amplitude value of return stroke current. 
The obtained correlations may be used at the 

determining of such parameters o f  lightning as 
the potential of cloud,current and space charge 
neutralized by return stroke on the characteris- 
tics its electromagnetic radiation. 
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ON CHARGING OF SNOW PARTICLES IN BLIZZARD 

HISASHI SHIO 

Department of Physics 
Hokkaido University of Education 
Iwamizawa 668: JAPAN 

ABSTRACT 
We investigated the causes of the charge polarity 

blizzard consisted of the fractured snow crystals and the 
ice particles.As a result, the charging phenomena showed 
the characteristics on blizzard as follows: 
I) In the case of the brizzard with snowfall the fractured 
snow particles drifting at near the surface of snow field 
(Lower area: Height 0 . 3  m) had positive charge, while those 
drifting at higher area (Height 2 m) from the surface of 
snow field had negative charge, However during the series of 
blizzard two kinds of particles positively and negatively 
charged were collected in equal amounts in Faraday Cage. 
It may be considered that a snow crystal with electrically 
neutral properties were separated into two kinds of snow 
flakes charged positively and negatively by destroying of 
snow crystal. 
ii) In the caes of the brizzard consisted of irregularly 
formal ice drops generated by pealing off the hardened 
snow field, the charge polarity on irregularly formal ice 
drops salting over the snow field was particularly controlled 
by the crystallographic characteristics on the surface of 
the snow field hardened by the powerful wind pressure. 

on 
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INTRODUCTION temperatvre season being colder 

2 1 has re- 
ported that the charge polarity 
of particles was dependent on 
the vertical distance from snow During those observations 
fields according to measurments the charging tendency may be 
of the electrostatic potential divided into two groups, namely 
gradient in blizzard without whether the snowfall was or not 
snowfall at Mt.Teine (Height: in blizzard. 
1023 m). Latham et al.[3 1 ex- 
plained the charging phenomena BLIZZARD WITH SNOWFALL 
in blizzard with the tempera- An example of this condi- 
ture gradient effect which was tion is shown in Fig. 1. Esti- 
presented in Latham and Mason mates have been made of the 
E 1  I .  Latham [ 4 1  also investi- charging on particles drifting 
gated the vertical electric in the higher area in the bliz- 
field strength near snow COT- zard during from 1 2  h 48 min 
nice on Bridger Ridge (Height: to 12 h 5 5  rnin , while in the 
2590 m), and suggested that lower area during from 1 2  h 5 6  
the appropriated condition to min to 13 h 04 min. The charg- 
the development of cornice is ing curve became repea-tedly to 
due to the electrostatic force be beyond the value which could 
being generated between. the snow be measured by using the static 
field and the charged snow par- potential electrometer as shown 
ticles under the comparatively by the arrows E, and then, 
low velocities of drifting snow Faraday Cage was earthed. At 
particles. Shio et a1 [5,6l, and 12 h 49 min and 1 2  h 55 min, 
Shio [r,8] pointed out shortcorn- the charging curve suddenly 
ing of the temperature gradient changed from negative sign to 
effect in relation to the fric- positive sign, while at 13 h 
tional phenomena, and suggested 1 min the reversal tendency on 
that the polarity on frictional comparing the result as above 
exectrification, is concerned appeared. Fig.2 shows an exam- 
with the different.characteris- ple of the trajectory of 
tics on crystallization, and particles moving unnaturally 
the hardness effect of specimen. into the Faraday Cage at 12 h 

to observe the relation between those times the electrometer 
the crystallographic properties shows the inversion on sign of 
on snow field and the electro- charge. It is estimated that 
static phenomena in blizzard 
the measurements of the charging strong positive charge and were 
on snow particles were carried 
out with Faraday Cage and Wells pulling of the strong electro- 
and Gerke's Horizontal Field static forces induced by the 
Method [ 9 I .  While, snow parti- negative charge accumulated in 
cles were collected by Replica the Faraday Cage. Fig. 3 shows 
Methcjd,in the most windy season the charge densities against 
we carried out the measurements 
at Sugatami area of Mt.Asahidake ambient temperature being -19 
(Height:1970 m), in the lowest ET: is always about -2 C colder 

than -30 C at Tomamu area. 

RESULTS AND DISCUSSION 
Magono et al. 

In this paper, in order 49 rnin and 12 h 55 min. At 

those particles had aquired a 

absorbed into Faraday Cage by 

the measuring periods.Since tQe 
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PARTICLES AT LOWER AREA ----- I ---------- 
I PARTICLES AT HIGHER AREA ----------- 
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DRIFTING TEPlE ( h r , n i n , )  

Fig.1. Charge against drifting time. Higher area:12h 48min 
to 12h 55min. Lower area:12h 55min 30sec to 13h 4min 
l0sec. Arrows A, €3 and C show the points where the 
stored charge is over the regions measured possibly 
using the electrometer, then, it was earthed as shown 
by arrow E. 

Fig.2. Trajectory of particles moving unnaturally into 

than at the point of about drifting particles is below 
0.1 m above the snow field, that of the snow field. On the 
same temperatures of the basis of the temperature gradi- 

Faraday Cage. 
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Fig.3. Charge densi t ies  against 
Charging a t  higher area. 
lower area.  

ent the pa r t i c l e s  should always 
be posit ively charged regard- 
ness of the height above snow 
f i e l d .  However f i g .  3 does not 
show i t s  tendency. The wind ve- 
l oc i ty  was 18 m / s  a t  1 0  m above 
the snow f i e l d  and 2 m / s  a t  
0 . 3  m. After measuring of charge 
the volume of t he .pa r t i c l e s  pre- 
c ip i ta ted  i n  Faraday Cage w a s  
accurately measured by melting 
of i t .  The charged densi t ies  
show the accumulated charge vs.  
the pa r t i c l e s  precipitated i n  
Faraday Cage during 8 min in t e r -  
val .  It shows tha t  the snow par- 
t i c l e s  have negative, cha,rge a t  
higher area and posi t ive charge 
i n  the lower area. The sign of 
charge densities,was dependent 
upon the ve r t i ca l  'distances 
from snow f i e l d  except i n  the 

d r i f t i ng  time. Open squares: 
S o l i d  c i r c l e s :  Charging a t  

period between 13 h 0 1  min t o  
13 h 15 min when the charging 
curve was changed with the 
change of wind direction. 

Magono e t  a1 [ 2 1  reported the 
re la t ion  between the charging 
i ce  pa r t i c l e s  and t h e i r  s i z e ,  
i n  order t o  examine how the 
charge polar i ty  depends on 
the s i ze  of snow flakes we 
investigated the correlation 
frequency of the sign of 
charge on snow flakes against 
those s ize  using Wells and 
Gerke's method. The r e su l t s  
are  shown i n  F i g .  4 and Fig. 
5 .  Fig. 4 shows a t ra jectory 
of a charged pa r t i c l e s  f a l l -  
ing i n  the pa ra l l e l  e l e c t r i c  
f i e l d  of D.C. and A . C .  Fig. 5 
shows tha t  the charge on par- 

Since Yoshida [ lo]  and 
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Fig.4. Trajectory of the moving particles with positive 
charge in electrostatic field with A . C  and D.C. 
electric power. The destroyed particle was made by 
blowing off the fresh snow with compressed air. 

FRESH SNOW -10 
x10 

1 .o Ta = -60r - 1 7 O C  

u 
W 

I .. u ' .  - 0.5 

-1.0 i 
Fig.5 Charge of the destroyed particle against its size. 

ticles against their diameters 
distributed uniformely with in 
the range smaller than ? 1 0 - l o C .  
The size of the particle 
which was fixed on slide glass 
by the replica method are shown 
by green diameter. The charge 
on the the particle was uni- 
formly distributed in the posi- 
tive and negative range. 

Latham [ 4 ] reported the 
charge per one crystal was 
- 4 x 10'14C , which is close 
to the value of the maximun 
charge deduced by Latham et 
al. [ 3 I .  On comparing the 
result as above, its retjult: 
shows greater quantity of 
the charge per one crystal, 
We could not confirmed the 
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strong relation between the 
charge polarity and the size 
of the particle made by de- 
stroying of the fresh snow. 
However, the charge polarity 

An example of obseration 
is shown in Fig. 6 and 7. 
Fig. 6 shows the asta obtained 
in daytime, fig. 7 is data 
after sundown. The wind veloci- 

c /cc  

on the drifting particle in 
brizzard was a function of 
distance from the surface of 
snow field. 

VELOCITY WIND'. 
---16m/s 

ties were 16 to 17 m/s at 10 m, 
and 5 to 6 m/s at 0.3 m above 
the surface of snow field. In 
the daytime the particle always 
aquired negative charge regard- 
less of height from the surface 
of snow field. However, after 
sundown the direction of wind 
was suddenly changed from wind- 

x 10-10 TIME PROCEEDS 
15 : 00 15 : 30 16 : 00 

I 1 1 I 

-100 L 

Fig. 6. Charge densities on particle collected in blizzard. 
without snowfall in daytime. 

ard to leeward and simultanelus- 
ly the charge was changed from 
negative to positive regardless 
of height from the surface of 
snow field. 

In order to investigate 
the relation between the inver- 
sion of sign- of charge and the 
change of direction of wind, 

we observed about the crystal- 
lographic characteristics of 
ice plate made of snow lumps 
collected from the various 
snow field at the windward 
areas and at the leeward area 
under polarimicroscope. The 
result is shown in Fig.8. It 
appears that the hardened 
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20 : 00 20 : 30 

- 
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TIME PROCEEDS 

Fig. 7 .  Charge d e n s i t i e s  on pa r t i c l e  c o l l e c t e d  i n  b l i z z a r d  
without snowfall  a f t e r  sundown. 

Fig.  8 .  Crys t a l  o r i e n t a t i o n  of hardened snaw f i e l d  determined 
by p i t s .  The upper photo. i s  su r face  of hardened snow 
f i e l d  o r i en ted  n e a r l y  wi th  p r i s m  p lane ,  c o l l e c t e d  a t  
windward. The lower photo. shows i t s  su r face  wi th  
nea r ly  b a s a l  p lane ,  c o l l e c t e d  a t  leeward. 

snow f i e l d  su r face  wi th  s i m i l a r  centered on a s p e c i f i c  a r e a .  
c rys t a l log raph ic  o r i e n t a i o n  w a s  I n  order  t o  determine 
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between t h e  charge p o l a r i t y  on 
ice p a r t i c l e  generated by p e e l -  
ing of t h e  hardened snow f i e l d  
and t h e  an iso t ropy  of t h e  p e e l -  
ed su r face  of snow f i e l d ,  t h e  
charge on i c e  p a r t i c l e  peeled 
from t h e  snow lump c o l l e c t e d  
a t  t h e  hardened snow f i e l s  by 
compresser was measured us ing  
Faraday Cage. The resu l t  i s  
shown i n  Fig.  9 .  A s  t h e  r e s u l t ,  
the  ice  p a r t i c l e  peeled from 
the  su r face  wi th  an angle  c rys-  

t a l l o g r a p h i c  o r i n t a t i o n  of 0' 
t o  300 a g a i n s t  t h e  C-axis 
acquired p o s i t i v e  charge,  t h e  
p a r t i c l e  wi th  an angle  of 600 
t o  90° a g a i n s t  t h e  C-axis 
acquired negat ive  charge a t  
ambient temperature below 
- 7 0  C .  A t  temperature above 
- 7 O C  both groups of p a r t i c l e  
were always e l e c t r i f i e d  pos i -  
t i v e l y .  

Fig.  9 .  I n  room experiment, by compresser t h e  charge on i c e  
pa r t i c l e  made by pee l ing  of t h e  hardened snow f i e l d  
a g a i n s t  an iso t ropy  of su r face  of snow f i e l d .  

CONCLUDING REMARKS 
The r e s u l t  m a y  be summariz- 

ed as fol lows:  
i) I n  t h e  case of b l i z z a r d  wi th  
Eresh snow t h e  charging phenom- 
ena of f r a c t r u e d  snow f l a k  w e r e  
dependent on t h e  d e s t r u c t i o n  
e f f e c t  of f r e s h  snow c r y s t a l .  

Whether t h e  snow f l a k e  w e r e  
generated by c o l l i s i o n  with 
each o t h e r  o r  by f r i c t i o n  of 
f r e s h  snow c r y s t a l  on t h e  su r -  
face of snow f i e l d .  
ii) I n  the  case of b l i z z a r d  
without f r e s h  snow a t  ambient 
temperature below - 7 O C  t h e  



charge polarity was dependent 
on the anisotropy of the hard- 
ened surface of snow field. At 
temperature above -7% the 

fractured irregular shapeless 
flake was positively charged 
regardless of the anisotropy 
of surface of snow field. 
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A SIMULATED LIGHTNING EFFECTS TEST FACILITY 
FOR TESTING LIVE AND INERT MISSILES AND 

COMPONENTS 

Jeffery D. Craven, James A. Knaur, and Truman W. Moore, Jr. 
Dept. of the Army, Redstone Technical Test Center, Redstone Arsenal, Al. 

Thomas H. Shumpert 
Auburn University, Auburn, Al. 

ABSTRACT 

Details of a simulated lightning effects test facility for testing live and inert 
missiles, motors, and explosive components is described. The test facility is 
designed to simulate the high current, continuing current, and high rate-of-rise 
current components of an idealized direct strike lightning waveform. 

The Lightning Test Facility has been in operation since May, 1988, and 
consists of three separate capacitor banks used t o  produce the lightning test 
components, a permanently fixed, large, steel safety cage for retaining the item 
under test should it be ignited during testing, an earth covered bunker housing 
the ControVequipment room, a charge/discharge building containing the 
charging/discharging switching, a remotely located blockhouse from which the 
test personnel control hazardous testing, and interconnecting cables. 

I. INTRODUCTION 

One of the problems associated with simulated lightning testing of inerted 
missiles and inerted explosive items containing electrically initiated explosive 
trains is to  determine the interaction of the propellants and explosives with the 
simulated lightning environment. There have been concerns raised in the past 
that propellants and explosive materials may be susceptible t o  the indirect 
effects (radiated fields) of lightning. The large missile lightning test facility was 
designed and built to simulate lightning strikes on missiles and other items 
which contain less than 100 pounds of detonable material up to several thousand 
pounds of propellant materials. The primary objective of testing at this facility 
is to  determine whether a hazard exists to personnel or area equipment should 
the Unit Under Test (UUT) be struck by lightning. These tests may also be 
conducted on shipping containers containing live missiles to determine if 
hazards exist in stockpile or  shipping configurations. The secondary objective of 
this testing is to determine whether the UUT suffers major damage which 
prevents its use or which requires extensive repairs before it can be used. 

11. IDEALIZED DIRECT STRIKE LIGHTNING WAVEFORM 

The test facility is designed to simulate components A (high current). 
C (continuing current), and D (high allat) of the direct strike lightning 
idealized current test waveform shown in Figure 1 [l and 21. These 
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/ \ COMPONENT A (INITIAL STROKE) 
PEAK AMPLITUDE: 200 kA t 10% 

COMPONENT B (NTERMEDIATE CURRENT) 
MAXIMUM CHARGE TRANSFER: 10 Coulcrribs 
AMRAGE AMPLITUDE: 2 kA t 10% I \  I 

COMPONENT D (RESTRIKE) 
PEAK AMPLITUDE: 100 kA t 10% 
ACTON INTEGRAL: 0.25 x le A*= f 20% 
TIME OURATION: ~ 5 0 0  aec 
RATE OF CURRENT RISETIME: 200 kAQwc 

COMWNENT C (CONTINUING CURRENT) 
CHARGE TRANSFER 200 C o u l o ~  f 209c 

TIME 
(Not to d e )  

S 5 m C  4 - 3  0.25secsTslsec __id 
Figure 1. Idealized irect Strike Lightning Waveform. 

components are intended to reproduce the significant effects of the natural 
environment and are therefore independent of vehicle type or configuration. 
The idealized component specifications are as follows: 

High Current: Peak current = 200 kA k 10% 
Action integral, I2dt = 2 x 106 A2 sec k 20 % 
Time duration I 5 0 0  ps 

Continuing Current: Charge transfer = 200 C k 20% 
Average amplitude = 400 A 
Time duration: 0.25 sec 5 T 5 1 sec 

High alBt: Peak amplitude = 100 kA k 10% 
Action integral, 1 I2dt = 0.25 x 106 A2 sec k 20% 
Current rate - of -  rise = 2 x 1011 Nsec 
Time duration I 5 0 0  ps 

10% 
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111. DESCRIPTION OF THE TEST FACILITY 

The test facility consists of three separate capacitor b a d s  to produce the 
lightning test components, a permanently fixed large steel safety cage for 
retaining the unit under test should it be ignited during test, an earth 
covered bunker housing the control/equipment room, a charge/discharge 
building containing the chargingldischarging switching, a remotely located 
blockhouse from which test personnel control hazardous testing, and 
interconnecting cables (see Figure 2). The safety cage is designed to retain 
large missiles should they become propulsive during test. A smaller, 
removable secondary cage can be installed inside the larger cage to retain 
smaller test items. The high current and continuing current components are 
normally simulated simultaneously in one test event, and the high aI/& 
component is simulated in a separate test event (see Figures 3,4,5, and 6 for 
block diagrams of the systems). 

A. HIGHCURR ENT SYSTEM 

The high current system, Figure 4, consists of 480 capacitors each rated at 
60 kV and 1.875 pF. It is constructed in 4 layers with 120 capacitors in 
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NOTES: 1. 

2. 

Charge each of h e  480 capacitors in the high current bank, 1.875 pF 
per capacitor, to 55 kV, and charge each of the 392 capacitors in the 
continuing current bank, approximately 3000 ~ J F  per capacitor, to 400 V. 

Activate the continuing current to start current flow in parallel circuit "A". 
20 ms later the high current is activated. After the high current breaks 
down a path across B, an 1/8" spark gap, the continuing current flows 
across the gap into the UUT. 

Figure 3. High CmentlContinuing Current Abbreviated Schematic. 

parallel on each layer. Layers 1 and 2 are connected in series, as are layers 3 
and 4. Each layer consists of 10 removable modules with 12 capacitors per 
module. Individual capacitors are hsed in order to prevent the entire bank 
from dumping into a capacitor fault. Layers 1 and 2 and layers 3 and 4 are 
charged in parallel to approximately 110 kV and discharged in series to form 
a two-stage Marx bank with an output voltage of 220 kV. The bank is fired 
by a triggered spark gap located between layers 2 and 3. An output isolation 
gap is located above layer 4 to  isolate the load &om the bank. A damping 
resistor is also located above layer 4; it consists of three Franklin 60 kV, 
240 kJ  resistors connected in series, providing a total resistance of 0.63 ohms. 
The bank is charged by power supplies whose leads are routed through a 
switching system located in the ChargeDischarge Building, where charging 
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Figure 4. High Current System Schematic. 

and slow discharging of the bank can be accomplished by remotely operated 
pneumatic switches. 

The high current bank is fired by the triggered spark gap located between 
capacitor layer 2 and layer 3 about 20 ms after the continuing current circuit 
is activated. The trigger center electrode is pulled to ground potential by the 
high voltage relay causing an overvoltage of the other half of the gap. 

The high currentlcontinuing current transmission lines must penetrate 
the safety cages, which are electrically conductive and grounded, without loss 
of current. This transmission system consists of six large parallel high 
voltage cables connected to ten smaller high voltage cables. The large cables 
penetrate the large safety cage and the smaller cables penetrate the 
secondary safety cage. The smaller cables can be routed within the secondary 
safety cage to the desired test location on the UUT. The center conductors of 
these cables are tied to a tungsten probe tip. During testing for these current 
waveform components, the probe tip is placed one eighth inch from the test 
item, and the current return path to the generator is through the coax 
shields. During this test, the UUT must be isolated from the ground plane 
and safety cage walls to assure that the entire current load returns via the 
coax shields. 
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B. CONTINUING CURR ENT SYSTEM 

The continuing current bank, Figure 5, consists of two layers of electrolytic 
capacitors connected in series. Each layer contains one hundred ninety six 
450 V, 3000 pF capacitors in parallel. The total measured capacitance is 
0.37 F when charged to a nominal value of 750 V. This bank is charged with 
a 1000 V, 5 A power supply. The charge leads are connected to the capacitor 
bank via a charge relay mounted on the bank. This bank is fired with a high 
voltage relay, triggered by a pneumatic switch, which triggers a high voltage 
relay to  fire the high current bank. The current flows via connecting cables to 
the high current bank coaxial cables and thence to the UUT. An 8 mH 
inductive parallel circuit at the load stores the continuing current energy 
until the high current bank discharges and ionizes the air at the spark gap. 
This small, approximately l/8 inch gap isolates the current from the m T .  
After approximately 20 ms, the high current bank is fired and arcs across this 
gap, thus allowing the continuing current to flow from the parallel circuit to 
the UUT. Slow discharging can be accomplished by manually closing a 
switch on the bank, which places a large resistive load on the capacitors. 

I 
I 

i TESlCHMlEER 
I ---------_--_-- 

Figure 5. Continuing Current System Schematic. 

C .  Hirrh aIBt SYSTEM 

The high aI/& bank, Figure 6, is an 18 stage Marx bank with a total 
capacitance of 0.9375 pF. Each stage, consisting of nine 60 kV, 1.875 pF 
capacitors in parallel, is normally charged to 42 kV to provide a total output 
voltage of 756 kV. The 18 stages are charged in parallel via a group of charge , + 

resistors by a 100 kV power supply. Charging is activated with a remotely 
operated pneumatic switch, located in the ChargeDischarge Building. The 

I 

I 
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bank is triggered remotely by a pneumatic switch. The trigger pulse is 
divided resistively and delivered to the first 4 spark gaps in the large Marx 
bank. The bank can be slowly discharged in the ChargeDischarge Building 
by switching in a large resistive load to ground. 

Energy from the Marx bank is delivered to the peaking capacitorhpark 
gap assembly via a one-inch insulated conductor. The insulated conductor 
runs from the high aYat bank,isolation gap to  the top of the peaking 
capacitorkpark gap assembly large corona ring inside the large safety cage. 
The peaking capacitor bank has a total capacitance of 0.027 pF and a 
maximum voltage capability of 2.2 MV.  The peaking capacitor bank consists 
of two parallel stacks of Maxwell capacitors. Each stack contains twenty two 
0.3 pF, 100 kV capacitors in series. The secondary fiequency created by the 
peaking capacitor increases the risetime of the pulse to meet the 200 kA/ps 
requirement. 

' 

Figure 6. High i3Bt System Schematic. 

The peaking capacitor circuit utilizes a large spark gap located above the 
secondary safety cage. This spark gap spacing determines the peak current 
and rate-of-rise of the test current waveform. A down-conductor, extending 
through the secondary safety cage, is attached directly to the test item. A one 
ohm damping resistor is located between the spark gap and the UUT. 
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IV. DATA ACQUISITION AND SYSTEM CALIBRATION 

Calibration waveforms for the high-current, continuous current, and high 
Wat current components of the simulated lightning waveform are obtained 
by connecting a load of known impedance to the output of the generator and 
measuring the current that flows through it. Separate instrumentation is 
required for each of the lightning component waveforms. Instrumentation to 
monitor the high current and high voltage component waveforms is identical, 
though, except for the attenuatiodgain settings on the fiber optic receivers 
(see Figures 7,8, and 9 for waveforms from an actual test). The equipment 
used to  generate and record these measurements is as follows: 

A. HIGHCURR ENT INSTRUM ENTATION 

A Pearson Model 1080 Current Probe (400 AmpsNolt, 200 kA max.) is 
utilized as the sensor for the high current waveform measurement, Figure 7. 
The current probe is installed on the center conductor of the High 
CurrentlContinuing Current Discharge Probe. The high current waveform 
measurement is telemetered via a Nanofast Model OP-300 Fiber Optic 
System (Self-calibrating with a 1 volt, 1 MHz square wave signal). The signal 

Figure 7. High Current Component Waveform Measurement. 

can be recorded on a Hewlett-Packard Digitizing Oscilloscope (Model 5411 lD,  
54200D, or 54510A) or a Tektronix Programmable Digitizer (Model 76121) or 
7912A/D) and reduced on a Hewlett-Packard Model 9000 PC 308 Vectra 
Computer with a Hewlett-Packard Model 9122 Disk Drive. 
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B. CONTINUING CURRENT INSTRUMENTATION 

An in-house designed 0.01 ohm Nichrome ribbon series resistor (100 
Ampdvolt) is utilized as the sensor for the continuing current waveform 
measurement, Figure 8. The Nichrome resistor is installed in-line with the 
continuing current transmission line, The continuing current waveform 
measurement is telemetered via a Meret Model MDL281-4-C Fiber Optic 
System. The signal can be recorded on a HP Digitizing Oscilloscope (Model 
54111D, 54200D, or 54510A) or a Tektronix Programmable Digitizer (Model 
76121) or 7912A/D) and reduced on an HP Model 9000 PC 308 Vedra 
Computer with an HP Model 9122 Disk Drive. The continuous current 
measurement system is calibrated by flowing a known DC current through 
the series resistor and recording the output of the HP Oscilloscope. 

Figure 8. Continuing Current Component Waveform Measurement. 

C. HIGHaIDt INSTRUME NTATION 

A Pearson Model 1080 Current Probe is utilized as the sensor for the high 
rate-of-rise current waveform measurement, Figure 9. The current probe is 
installed on the center conductor of the High Voltage Down Conductor. The 
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high voltage waveform measurement is telemetered via a Nanofast Model 
OP-300 Fiber Optic System. The signal can be recorded on a HP Digitizing 
Oscilloscope (Model 54111D, 54200D, or 5451019) or  a Tektronix 
Programmable Digitizer (Model 7612D or 7912A/D) and reduced on an MP 
Model 9000 PC 308 Vectra Computer with an HP Model 9122 Disk Drive. 

CI 
I 

w 
Y 

In c 4. 

Figure 9. High Wilt Component Waveform Measurement. 

V. CONCLUDING REMARKS 

A simulated lightning test facility for testing live and inert missiles and 
components has been described. Although primarily designed for testing live 
missiles, this facility can be used to test inert hardware which could be 
susceptible to the effects of lightning, such as military vehicles and 
components, and aerospace hardware. 
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DISCLAIMER 

Use of trade names or manufacturers in this report does not constitute an 
official endorsement or approval of the use of such commercial hardware or 
software. 

REFERENCES 

[ 13 MIL-STD-l757A, Lightning Qualification Test Techniques for Aerospace 
Vehicles and Hardware, 20 July, 1983. 

[2] "Operating Procedures, Test Area 5 Large Missile Lightning Test Facility, 
MICQM Special Report SR-RD-TE-90- 11, December 1989, prepared be 
Kenneth K. Mitchell COLSA, INC. 

108-11 
L- 



Poster Papers 
Modeling 
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ABSTRACT 

The amount of current carried by an electrical discharge in its early stages of growth is strongly dependent 
on its geometric shape. Discharges with a large number of branches, each funnelling current to a common stem, 
tend to carry more current than those with fewer branches. The fractal character of typical discharges has been 
simulated using stochastic models based on solutions of the Laplace equation [I, 21. Extension of these models 
requires the use of electron distribution functions to describe the behavior of electrons in the undisturbed medium 
ahead of the discharge. These electrons, interacting with the electric field, determine the propagation of branches 
in the discharge and the way in which further branching occurs. 

This paper reports on the first phase in the extension of the referenced models, the calculation of simple 
electron distribution functions in an air/electric field medium. Two techniques are investigated. The fmt is the 
solution of the Boltzmann equation in homogeneous, steady state environments. The second is the use of Monte 
Carlo simulations. Distribution functions calculated from both techniques are illustrated. Advantages and 
disadvantages of each technique are discussed. 

1.0 INTRODUCTION 

An electrical discharge is often said to have a "fractal" character. This usually means that the discharge is 
heavily branched, often to the point of seeming diffuse. The branching character is important, in that it allows 
the discharge to generate more current than is possible for a single channel. In a loose sense, the tip of each 
branch may be thought of as producing a fixed amount of current, which is then funnelled back along the branch 
to the base of the discharge. 

Models have been developed which predict the branching behavior of electrical discharges [I, 21. These 
models embody rules which determine how a discharge will grow incrementally. The rules are generally 
stochastic in character and based on static solutions of Laplace's equation. A more physical way of defining the 
growth rules is to use the local electron distribution function at the ends of the discharge branches. The 
distribution function contains information about the electrons' velocity behavior in the electric field environment 
and can be used to probabilistically define the direction of a branch's subsequent growth. It can also be used to 
predict the likelihood of a branch bifurcating into more branches. 

This paper reports on the first phase of a multi-phase effort, the methodology needed for the calculation of 
electron distribution functions in an electric field environment. Two techniques are investigated: solution of 
Boltzmann's equation and a Monte Carlo procedure. Subsequent efforts in this area are intended to apply the 
derived distribution functions to discharge growth models and then to apply the models to discharges occurring on 
actual systems. 

In its most general form the electron distribution function, F, describes exactly the positions and velocities 
of all of the electrons in a system as a function of time. This form is impractical to deal with, however, so 
simpler, reduced distributions, usually designated f, are defined. The reduced distribution of most interest here is 
the single particle distribution function, which is derived by integrating F over the position and velocity 
coordinates of all but one of the electrons in the system under consideration. This leaves the function f(x,v,t), 
where x represents three spatial coordinates and v three velocity coordinates. 

* This work was sponsored by Harry Diamond Laboratories under Contract DAALO2-89-C-0075. 
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Various physically measurabh? quantities can be derived from f by taking moments over v. One of these is 
the density variation in space, given by, 

n(x,t) = rbj f(x,v,t) dv (1) 

Here n, is defined to be the average density of the system F ,  where N is the total number of electrons and V is 
the total volume of the system. The mean velocity of the electrons (e.g., a drift velocity of the electrons in aa 
electtic field) is found from the fmt  moment. 

The denominator of Equation 2 represents a normalization of the disaibution function. In many cases f is scaled 
so that this denominator is unity. The second moment of the distribution function can be identified with a 
pressure tensor. An infinite number of moments can be defined, but they begin to lose simple physical 
meanings when one goes beyond the second. 

The physical meaning,. of f itself is as follows. The quantity no f(x,v) dx dv is the total number of 
electrons in the volume dx dv centered on (x,v). Therefore f(x,v) is in some sense the probability of finding a 
particular electron in dx dv centered on (x,v). 

2.0 SOLUTION OF THE BOLTZMAN EQUATIONS 

The evolution of the electron distribution function is described by the Liouville theorem [3]. Although 
somewhat simplified, this theorem essentially stam that, in the absence of interactions between particles, the 
total time derivative of f  is zero. 

dF --0 dt- 

Expanding, one finds, 

af+ af ax af av  
at a x  at a V  at 
- -*--+-*---no (4) 

Here a is the acceleration experienced by the electrons from external forces (e.g., electric fulds, magnetic fields, 
gravity). Equation 5 is commonly known as the collisionless Boltzmann equation, or the Vlasov equation. 
When collisions, either with other elecmns or background particles, are taken into account, a source term must 
be included on the right hand si& of Equation 5. The form of this some tern can be quite complicated and is 
often written formally as ;5; 9 toll' With the addition of this source term, Equation 5 becomes the full Bolt~nann 
equation. 

" 9  af af+v *--+a .-=- 
at ax aV at  coil 

As was done with the distribution function itself, moments can be taken of the Boltzmann equation. This 
is done by multiplying both sides of the equation by vn, where n represents the desired moment, and then 
integrating over all velocity space. The zeroth order moment of the Boltzmann equation reduces to a statement of 
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conservation of particles. The frst order moment reduces to conservation of momentum, and the second order 
moment to conservation of energy. 

A form for the collision source term in Equation 6 can be derived if one makes some assumptions about the 
physical situation. For example, in a fully ionized gas, collisions are generally coulombic in nature, and 
therefore long range. Under these conditions Fokker-Planck theory is appropriate for calculating transport 
properties. Alternatively, the case considered here is one of a weakly ionized plasma in which nearly all 
interactions take place between electrons and neutrals. These collisions can usually be treated as elastic, at least 
for low electron energies. In addition, because the electron-neutral collisions are not long range, they can be 
assumed to be of very short duration (effectively instantaneous) compared to the time the electron spends between 
collisions. These assumptions allow one to derive an explicit form for the collision term. The derivation 
involves a consideration of the mechanics of electron scawrhg into and out of a specified region of velocity 
space. The appropriate collision term is shown below. 

J 

In Equation 7 fn is the distribution function of the background neutrals. nn is the average density of these 

neutrals. V I  defines the velocity space of the neutral particles and f2 is a solid angle. represents the 
differential cross section for the scattering processes under consideration and can be quite complex. The scattering 
cross section is generally a function of v'. Note the presence of the factor Iv-vi1 in the integrand. This factor 
expresses the fact that no collisions can occur unless there is a relative velocity between the electrons and the 
background particles. The bracketed terms in the integrand represent two specific types of collisions. The first 
term, sometimes called a 'scattering in' term, defines those collisions which scatter electrons from all other 
velocities v' to the velocity of interest v. The second term, the 'scattering out' term, defines those collisions 
which scatter electrons from the velocity of interest v to any other velocity. Hence the 'scattering in' term is in a 
sense a source term in Equation 7, while the 'scattering out' term is a sink term. The balance of these terms 
along with the forcing terms from the left side of Equation 6 determines the behavior off in a particular volume 
of velocity space. 

It can be shown that for a proper choice of f, the collision term can be made to vanish. This choice is a 
function only of v, and therefore in the absence of external forces (E, B, etc.) it is an equilibrium soIution of the 
Boltvnann equation. This distribution is known as the Maxwell-Boltzmann distribution and is shown below. 

do 

In this expression Te is the electron temperature. It characterizes the size of the distribution in velocity space. 

Even given the explicit form for the collision term of Equation 7, the Bolmann equation is very difficult 
to solve without further simplifications. In Section 2, a variety of simplifications to the collision term will be 
considered. In addition, there are some general assumptions that cover all work reported here. The first is that 
steady state will be assumed. The distribution function relaxes in time on the scale of several collision times. 
This will generally be on the order of a few tens of picoseconds for electrons in typical electric fields. 

A second assumption is that of homogeneity. That is, the electron distribution function will be assumed to 
be independent of x. This will be a reasonable approximation locally if the electric field is uniform over several 
electron mean free paths. The electron mean free path in air is approximately m. Hence it takes at least 
lo00 collision times for the electron to move a millimeter, even if it is assumed to move in a straight line. This 
time is'much longer when the actual drift velocity of the e lecm distribution is used, rather than the straight line 
speed. Then if the electric field is uniform over fractions of millimeters the homogeneity approximation is 
acceptable. 
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The third basic assumption is that only electric field external forces are present. The effect of static 
magnetic fields that may be present will be ignored. The acceleration term under this assumption becomes 

a = - and Boltzmann's equation reduces to, m 

Note here that E is assumed to be oriented along the positive z axis, but the z subscript will be suppressed. 

In Equation 9 f is now considered to be solely a function of v. This means that f can be written in general 
as f(v,,v,,,vz) or, given the cylindrical symmetry, f(vr,vz). The electric field E can be treated as a parameter, so 
there will be a family of distribution fimctions based on the value of E. 

The Maxwell-Boltzrnann distribution given by Equation 8 represents an equilibrium solution of 
Boltzmann's equation in the absence of an electric field. This is the distribution to which collisions, and the 
collision term of Equation 9, drive the system. A simple way to think of the right hand side of the equation, 
therefore, is as a term tending to force the system back to equilibrium. Modeling this mathematically can be 
accomplished simply by replacing the full collision term with a relaxation process as shown below. 

(10) 

Here fo is the Maxwell-Boltzmann equilibrium distribution, f(v) is the (perturbed) distribution in the presence of 
the electric field, and z is an average collision time for electron-neutral interactions. z can be replaced, if desired, 
by its inverse, the collision frequency v. The simplified Boltzmann equation then becomes, 

e-- & -v ( f -&)  m avz 

The form of Equation 11 can be interpreted in much the same way as the more general Equation 7. The first term 
on the right hand side can be thought of as a term scattering electrons out of the volume dv centered on v. The 
second term represents scattering of electrons into the volume dv centered on v from all other velocities. 
Replacement of the full collision term with a relaxation term as in Equation 11 constitutes what is called the 
Kroolcrnodel. 

2.1 

If the electric field strength is small enough, one expects the distribution function f to differ only slightly 
from the equilibrium distribution fo. To investigate this regime, f may be considered as the sum of fo and a 
(small) perturbation fl. 

This leads to a linearized solution for fin cylindrical coordinates. 

Equation 13 is the solution to the linearized Krook model, Note in particular the last term in the equation. This 
term can be negative if E or vz am too large. Because f must be everywhere nonnegative, this represents a lowest 
order limit on the value of E which can be allowed in the linearized model. 

Figure 1 shows contours of the distribution function f as calculated from Equation 13 for E = 3 MV/m. 
The electron-neutral collision frequency, v, was chosen to be 1 x 10l2 s-l, and the electron tempemure (of the 
unperturbed distribution fo) was chosen to be 300' K. Thb figure shows contours of f, with the dashed lines 
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indicating negative (nonphysical) values. The contours represent a projection of the full three dimensional 
distribution function. Rotation about the left side of the figure reproduces the third dimension. It should be 
noted that the linearized Krook model gives physically realistic solutions only for much lower values of electric 
field (- 100 KV/m). 

K 

0 1 2 3 4 

Figure 1 Linearized Krook Model Distribution Function, E = 3 MV/m. Peak Value is 
1.11 10-15 

2.2  

Although linearization of Equation 11 leads to 8 simple solution in the Krook model, it is not necessary to 
linearize to obtain a solution. Equation 11 as it stands is a simple first order linear differential equation with 
constant coefficients and can be integrated directly. First, rewriting the equation in a more suitable form, 

- af mv & f = - -  eE fo 

With the application of an integrating factor, Equation 14 becomes, 

In integrating the equation some care must be exercised in choosing limits of integration. If one integrates over 
vz from -00 to vz, the left hand side evaluated at -00 may or may not vanish depending on the behavior off at large 
negative vz. More convenient is to integrate from vz to +oo. At vz + +oo the left hand side vanishes unless f 
grows faster exponentially than the integrating factor decays. But the dismbution function f must go to zero as 
vz approaches infinity to be normalizable, so this is not a problem. Substituting for fo and performing the 
integration on the left hand side of Equation 15 leads to, 
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After some manipulation the closed form solution for f(v,vd becomes, 

-12 

It may be noted that Equation 17 is significantly more complex than Equation 13, the linearized Krook 
solution. Another difference is that f(Vr,Vz> as calculated from Equation 17 is everywhere positive, as required for 
distribution functions. 

' ! 1 I I 

Figure 2 is a contour plot of Equation 17 for electric field value of 3 MV/m. The figure is analogous to 
Figure 1 for the linearized solution. This solution is much more physically reasonable than that of Figure 1. 

-1.5 

-5 

-8.5 

Figure 2 Krook Model Distribution Function, E = 3 MV/m 

2.3 

Because the Krook model is one of the easiest to deal with in the solution of the Bolarnann equation, it is 
of interest to briefly examine some implications of the approximations made. One of these is the form of the 
Boltzmann eollision integral in the Krwk model. In the Kmok model z is defmed to be a mean time between 
collisions, and can be related to a mean collision frequency, v. Defined as means, these quantities are not 
functions of velocity. Physically, however, they should be functions of velocity (or more accurately, speed). and 
z should be a function of velocity in Equation 10. The faster an electron moves through an essentially 
unmoving background, the more collisions it experiences in unit time. The mean free path of the electron may 
remain constant, but the time between collisions cannot. Then, because v should be monotonically increasing 
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with the speed of the electron, the relaxation term on the right of Equation 11 should be less important for 
electron speeds resulting in collision frequencies below the mean, and more important for electron speeds 
resulting in collision frequencies above the mean. This will tend to raise the diseibution function fat low speeds 
and decrease it at higher speeds, leading to contours which appear more squashed than the extended distributions 
shown in Figure 2. 

A second issue has to do with normalization of the distribution. Recall from Equation 1 the normalization 
requirement on the function f, essentially than the integral off over dl v&xity s p e  must equal one. Consider 
now the Krook model of the Bolkmann equation (Equation 11). mpeated below. 

First, assume that v is not a function of velocity, and integrate both si@ of the equation over all vz (a to 
+-I. The left hand side is identically zero, because f is assumed to vanish as v, 3 k-. Passing v through the 
integrals on the right hand side leads to, 

If dv, E I fo dv, (18) 

Then f will be properly normalized as long as fo is a normalized distribution, which it i s  when the Naxwellian 
distribution is used. 

Now consider what happens when v is allowed to be a function of electron speed. The left hand side still 
vanishes, for the same reason as before. The collision frequency on the right hand side, however, can no longer 
be passed through the integral, so one finds, 

jv(lvl) f dv, = Iv(lvl) fo dv, (19) 

Now even though fo may be normalized, Equation 19 does not require the normalization of f. In general a 
normalized solution of Equation 11 cannot be found for this case, because the equation is nonlinear with the 
introduction of v(lvl). Hence the simple Krook model does not adequately handle the case of collision frequency 
which is a function of electron speed. 

A more realistic model would allow the collision frequency v to vary with the speed of the electron, v 05 

Ivl, or use the full Boltzmann collision integral. Both of these techniques were tried undes this effort, but were 
found to lead to serious computational complexities beyond the scope of the effort. The interested reader is 
referred to Refetence 4 for the derails of these calculations. 

3.0 ELECTRON DISTRIBUTION FUNCTION CALCULATION USING 
MONTE CARLO TECHNIQUE 

The difficulty in dealing with any but the simplest c a w  in the Boltzrnrn collision term leads one to 
search for more convenient ways to calculate the electron distribution function. An obvious technique which has 
become practical only with the advent of digital computers is to simulate the motion of a large number of 
electrons. The simulation should include the effects of electric fEld force and interactions with the background 
neutral gas. Randomness is introduced into the simulation through the parameters of the collisions that the 
electrons undergo. 

The Monte Carlo simulation proceeds in the following way. An electron is dropped at t = 0 with no 
velocity into a medium containing an electric field. The electric field is assumed, without loss of generality, to 
be oriented along the positive z axis of a cylindrical coordinate system. The electron will be continuously 
accelerated by the electric field and will experience collisions with the background gas that randomly change its 
velocity. The distance the electron travels between collisions, 4 is based on its mean free path in the medium and 
is a random variable. Given 4 the next step in the simulation is  to c a l c W  the time At that the electron takes to 
travel that distance. At depends on the initial velocity of the elecmn (its velocity immediately after the preceding 
collision), the distance 4 and the strength of the electric field. After the time At the electron is assumed to 
experience a collision with a background particle. The parameters of the collision, consisting of an impact 
parameter and an angle, are random variables. The collision calculation is the point at which a variety of 
physical models for electrodbackground interaction can be included. A simple model is eonsidered here, in which 
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the electrons and background particles are assumed to behave as hard spheres. The sequence of steps above is 
continued for the given electron until a time b is reached, at which time the electron velocity is h e n  in place. 
A second electron is then released with zero velocity and the sequence repeated. The time is chosen so as to 
ensure that each electron has undergone a large number of collisions before its velocity is frozen. 

After a large number of electrons have been simulated (up to one million in the work reported here) a 
distribution function can be derived from the final calculated velocities of the electrons. Normalizations are 
necessary to account for the transformation from an intrinsically three dimensional electron motion to a two 
dimensional distribution function. 

The study of electron motions in Monte Carlo simulations has been considered by a number of researchers 
[5-81. The technique has been used to study the growth of ionization in electron avalanches and electron 
diffusion. It is well respected in that far more realistic physics can be included than in more analytically oriented 
techniques. For example, it is possible in principle to include very complex variations in collision cross section 
with electron energy in a Monte Carlo calculation. This is exfremely difficult in Boltzmann equation approaches. 
The present work is restricted to simple hard sphere collisions because of resource restrictions, not because more 
physics is difficult to include in the Monte Carlo framework. 

To demonstrate the Monte Carlo technique a simulation was undertaken to determine the electron 
distribution function in an airlike medium with an electric field strength of 300 kV/m. The value of 300 kV/m 
was chosen to avoid the physical process of ionization which in principle should be included for high intensity 
elecmc field cases. Ionization is of course a highly inelastic process and would invalidate the simple hard sphere 
scattering model used here. Inclusion of ionization processes can be accomplished through the use of additional 
random variables which define the probability of inelastic versus elastic collisions and the implementation of 
different scattering models for the two processes. In general the additional random variables need to account for 
varying scattering cross sections as a function of electron energy. 

As mentioned above, the simulation reported here used elastic hard sphere collisions only. A total of one 
million electrons were simulated. Each of the electrons was followed for 20 picoseconds (b), a time which 
allows on the average about twenty collisions with the background gas. Ideally, it would be desirable to have 
more collisions per electron. The simulation was truncated at 20 picoseconds to limit computer resource usage. 
The mean free path chosen for the simulation was 6.88 x m. At the end of the 20 picosecond simulation 
time the velocity of each electron was recorded and a new electron started. The distribution of final energies of all 
the electrons is shown in Figure 3. The distribution approximates quite well the analytidly predicted 
distribution, known as a Druyvesteynian. The actual distribution function of the electrons is shown in Figure 4. 
The raggedness of the contours in Figure 4 requires some explanation. Although one million electrons were 
simulated, the vast majority of these electrons end up with final velocities having large r components. Required 
normalization reduces the importance of these electrons and increases the importance of those having small r 
components of velocity in the final distribution. This normalization, however, means that a relatively small 
number of electrons determines the electron velocity distribution function, resulting in statistical fluctuations in 
the contours of Figure 4. Adding more electrons to the simulation would eventually result in smoother contours, 
but an order of magnitude increase may be necessary. 

Comparison of the distribution of Figure 4 with that of Figure 2 reveals the same general behavior, as 
expected. More exact comparisons would require a larger number of electrons to be simulated, as well as a longer 
simulation time, both beyond the scope of this effort. For simple cases in which a Boltzrnann solution is 
possible, it is clear that the Boltzmann technique is both faster and simpler. The main advantage of the Monte 
Carlo technique is in its ability to add complex physical processes without correspondingly complex increases in 
difficulty. That is, the Monte Carlo technique takes significant computer resources to generate a distribution 
function even in simple cases, but the extension to more realistic physics is not difficult or significantly more 
costly. Solutions of the Bolamann equation are fast and inexpensive for simple cases, but very difficult for more 
realistic cases. 

109-8 



0 

a 
cr 
0 

Particle Energy (ev) 

Figure 3 Distribution of Electron Energies at Conclusion of Monte Carlo Simulation of 
One Million Electrons. The Fundamental Form of the Distribution is Known as 
a Druyvestinian 

0 

-2.5 

K 

-7.5 
9 

-10 
0 2.5 5 7.5 10 

V, (m/s x 16) 

Figure 4 Electron Distribution Function From Monte Carlo Simulation of One Million 
Electrons. The Function is Unnormelized 

109- 9 



REFERENCES 

1. Niemeyer, L., L. Pietronem, and H. J. Wiesmann, "Fractal Dimension of Dielectric Breakdown," Phys. 
Rev. Letters 52, No. 12, March 19, 1984. 

2. 

3. 

4. 

Piewnero, L., and R J. Wiesmann, "Fram Physical Dielectric Breakdown to the Stochastic Fractal 
Model," Z. Phys. B - Condensed Matter 70,87-93,1988. 

Krall, N. A., and A. W. Trivelpiee, "Principles of Plasma Physics," McGraw-Hill, New York, 1973. 

Rudolph, T., "Electron Distribution Functions in Dismbed Environments," EMA-90-R-47, September 
1990. 

5. McIntosh, A. I., "Computer Simulation of an Electron Swarm at Low E/p in Helium," Aust. J. Phys. 27, 

Braglia, G. L., "The Diffusion and Drift of Electrons in Gases: A Monte-Carlo Simulation," Physica 92C, 

1974, pp. 59-71. 

6. 
1977, pp. 91-1 12. 

7. Reid, I. D., "An Investigation of the Accuracy of Numerical Solutions of Boltzmann's Equation for 
Electron Swarms in Gases with Large Inelastic Cross Sections," Aust. J. Phys. 32, 1979, pp. 231-254. 

Reid, I. D., and S. R. Hunter, "Comparison Between the Bolamann and Monte Carlo Simulation Methods 8. 
for the Determination of Electron Swarm Tmsport Coefficients in Molecular Hydrogen," Aust. J. phys. 
32, 1977, pp. 255- 259. 

109-10 
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ABSTRACT 

The charging of a target growing by riming in a wind tunnel has been studied 

in the temperature range of (-10, -18'C). For each temperature, charge transfers 

of both signs are observed and according to the environmental conditions one of 

them prevails. The charge is more positive as the liquid water concentration is 

increased at any particular temperature. It is found that even at the low impact 

velocities used (5  m/s) there is abundant evidence of fragmentation following the 

collision. 



Introduction 

Many experimental studies about charge transfer while the target in a wind 

tunnel or the rimer in a cloud chamber grow by riming involve multiple collisions 

(Reynolds et al, 1957, Takahashi 1978, Jayaratne et a1 1983). This made dificult 

to establish the mechanism or mechanisms of charging. The measured electrical 

current in these experiments were the result of many collisions and therefore a 

null result could simply be due to equal numbers of positive and negative charge 

transfers. 

Jayaratne et al (1983) observed while working on multiple collisions that the 

charge current dropped significantly when the steam supply was cutoff. This result 

is subject to different interpretatiops. It should be noted that the cristals would 

grow at expenses of the droplets which dissipate very soon. 

Recently, there have been attempts of measuring the charge transfer when 

only very few crystals impacted at a given time (low frequency of collisions) in 

order to infer the charge transferred per collision. Kumar and Saunders (1989) 

measured the charge transfer between ice crystals and a previously rimed target at 

low frequency. The cloud droplets were also drawn past the target so it is expected 

that some riming was simultaneous to the charging. Unfortunately, there was not 

a quantification of the amount of riming the target was undergoing. 

There are a number of mechanism being proposed as responsible for the charge 

transfer. Among them the contact potential (Buser and Aufdermaur 1977), the 

liquid like layer (Baker and Dash 1989), the presence of charged dislocations on 

the surface (Keith and Saunders 1989). Each mechanism seems to explain part of 

the observations. 

Baker et al (1987) working on multiple collisions experiments arrived to the 
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conclusion that the sign depended on the relative rate of growth of the interacting 

particles, the fastest growing particle would get positive charge. Keith and Saun- 

ders (1990) also measuring multiple collisions arrived at a different conclusion and 

they suggest that charged dislocations on the surface of the interacting particles 

are responsible for the observed transfers. This process would also yield only one 

sign for a given set of conditions. Nevertheless, there is evidence that under the 

same target surface and particle conditions it is possible to obtain a mixture of 

signs. In fact, Avila et a1 (1988), measured single collisions and found a that 

almost invariably there was not a single sign. 

Caranti et a1 1991 studied individual collisions of ice crystals with a target 

growing by vapor deposition. They showed direct evidence that at least on a target 

subject to these conditions the breaking of protuberances on the surface could be 

associated with the charge deposited on the target. This work is extended here to 

riming and further support to the physical model presented in that work is given. 

Experimental Set up 

The arrangement was basically the same as in Caranti et al 1991. The ex- 

periments were carried out in a wind tunnel placed inside a cold room. On top of 

which the drop generator [Abbott and Cannon 19721 was installed. This generator 

produces water drops of a uniform size which can be selected in a relatively wide 

range. Both the repetition rate and the charge placed on the drops can be con- 

trolled. In the present experiment only sizes close to 100 pm were used.Each drop 

formed at laboratory temperature is frozen as it falls though a liquid air cooled 

region of the tunnel. After freezing the particle has a free fall of more than 50 cm 
J 

that allows for thermalization. There is an acceleration zone where cold room air 
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enters the tunnel and drags the particle with it to collide the target at the wanted 

speed. In this reported work the velocity was 5 m/s. 

Figure 1 shows the working section of the tunnel. Twelve centimeters up- 

stream from the target there is an induction ring sensing the charge on the frozen 

drops. The target is a copper cylinder 4 mm in diameter connected on an end with 

a sensitive charge amplifier capable of detecting charges larger than 2 fC. The am- 

plifier has associated with it a time constant of about 100 ms. Eight centimeters 

downtream from the target there is another induction ring with the purpose of 

detecting the products of the collisions. The two rings were electrically intercon- 

nected and to another amplifier. Since the total time of pasage of a particle at 

5 m/s between the two rings would be 40 ms and the repetition rate about 1 s 

there is no aliasing. 

Unlike the previous experiment and due to the added complexity the cloud 

drawn past the tunnel impose in this case the signals from the target and from the 

rings were not added. This helped to distinguish better the origin of pulses that 

looked like transferences to the target but they were actually transferences to the 

rings. The noise levels were also kept at manageable levels by this arrangement. 

So each charge transfer event has several pulses associated with it. The first 

pulse comes from the upstream induction ring and is recorded on the ring channel. 

The amplitude of this pulse is proportional to the initial charge that the particle 

brings and its duration is of approximately 4 ms, depending on the velocity. The 

second pulse recorded on the target channel is separated about 24 ms from the 

first originates in the target and it is related both to the induction of the initial 

charge of the particle and to the transfer itself. This latter event is distinguished 

from a near miss because of the mentioned 100 ms decay. Finally, any byproducts 
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of the collision namely the original particle and/or fragments if they are produced 

are detected at the second ring and recorded on the ring channel . The signals 

are both magnetically recorded for later process and measured in real time using 

a digital oscilloscope (Tektronik 2020). As before the shape of each pulse contains 

a welth of information and therefore it is better to analize them on a one by one 

?: 

basis. 

The cloud was generated outside the cold room by boiling water. The water 

vapor was conducted inside by several tubes. The first brass section at the outside 

was cooled by evaporation. Next, a corrugated plastic section entered the cold 

room followed by a 1 m brass section that ensured thermaliza.tion. The cloud 

entered a small chamber that sorrounded the tunnel and was draxn into the tun- 

nel through two symetrically placed tubes positioned between the first induction 

ring and the target. This disposition ensured a minimum flow perturbation and 

therefore no significant increase in the number of particles that miss the target 

was found. 

Ultrasonic generators were also used but in the end steam was preferred be- 

cause it lacked appreciable charge density resulting in a clearer signal. 

Experiments and Results 

The charge transfer was measured in individual collisions between 100 pm ice 

particles at 5 m/s and an target undergoing simultaneous riming. 

The measurements were carried out for ambient temperatures (57') between 

-10 and -18 "C. The ambient relative humidity was lower than saturation and 

within the range of 60 to 80 % over ice according to the cold room cycle. This 

made necessary monitoring the cloud liquid water concentration during each run 
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in order to take into account the cloud dilution. Typical effective values were 

around 0.5 g/m3. 

The determination of the liquid water concentration (LWC) was done by 

weighting the mass of water collected by the target during a given time. LWC 

is then calculated dividing the mass by the corresponding time interval times the 

cross sectional area of the target and the air velocity. This procedure of course 

assumes an unity collection efficiency and therefore the term “effective” LWC. 

Figure 2 shows typical charge transfer pulses. The upper trace represent the 

signal coming from both rings simultaneously. The lower trace shows the signal 

originated in the target. In general it is possible to distinguish the rebounding 

initial particle from the fragments because of their different masses. Their respec- 

tive downstream ring pulses can be resolved due to the different times they take 

to attain the air velocity, resulting in unequal time delays for the downstream ring 

passage. In Figure 2a the positive charge transfer is clearly seen in the target 

signal after the passage of a particle through the first induction ring. The ring 

signal also shows the postimpact passage of two particles through the second ring. 

Figure 2b shows an interesting case of probable trapping of the impacting particle 

but with the emision of a fragment. A case of negative charge transfer is seen 

in Figure 2c. In a similar fashion as in Figure 2a there are fragments detached 

from the target showing that fracture occurs irrespective of the sign of the charge 

transfer. In all cases a check of the conservation of charge is made; assuming the 

target is initially uncharged the sum of all charges (target and downstream ring) 

after the collision should be equals to that of the incomming particle before the 

impact. This ensures that possible interactions of the rebounding particles with 

the tunnel walls do not affect the interpretation of results. 
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The initial charge on the impacting particle was not taken into account in 

previous work mainly because the charge transfer experiments involved smooth 

ice targets. In the present case the surface of the target is so uneven that there is 

a greater possibility of partial trapping in which the incoming particle spends more 

time in contact with the target maybe transferring its initial charge. Nevertheless, 

these cases are easily detected from the oscilloscope pulses. 

Figure 3 shows the histograms for three runs with an effective LWC of 0.2 g/m3 

at different temperatures (-10, -15 and -18°C). There is a mixture of signs with 

a dominance of the positive pulses in all three runs. Figure 4 shows data taken at 

slightly higher LWCs. The data corresponding to -12°C was taken at 0.3 g/m3 

while the data for -15 and -18°C was taken at 0.5 g/m3. 

A first observation from these Figures is that as the LWC is increased it is 

necessary decrease the temperature in order to obtain negative charge transfers. 

The charge magnitudes are comprised in the range ? 50 fC in accordance with the 

observations of Gaskell and Illingworth (1980). From a statistical point of view it 

is important to mention that about 50% of recorded events are observed to produce 

fragments. Moreover, there is a’proportion of events similar to that illustrated in 

Figure 2b which cannot be categorize with total certainty as fractures but they 

have a high probability of being so, bringing the total to about 80%. 

Discussion 

Caranti et a1 (1991) noted that for a smooth ice target just placed into the 

wind tunnel the charging was different from that of a target that had the oppor- 

tunity to grow new ice on it. They observed a mixture of signs during the initial 

growth from the vapor and suggested that the presence of both signs could be 

109A-7 



associated to two different kind of surfaces. ' 

They also suggested that the transfer of negative charge observed when the 

ice particles collide with an evaporating ice substrate could be caused by a contact 

potential difference between the interacting ice surfaces. In fact, Caranti and 

nlingworth [1983] found a relatively strong contact potential change when ice was 

rimed or was subjected to rapid freezing. A similar change could not be associated 

to vapour growth, which prompted Caranti et a1 (1991) to suggest that the positive 

transfers were probably caused by the fragmentation of dendrites from the surface 

of the growing particle. 

The phenomenological model they proposed was based on the fact that sig- 

nificant temperature gradients are created when a particle grows. Fracture under 

these gradients can be a source of charge for the measured transfers. In that work 

it is shown that the sign of the charge transfer follows the sign of temperature 

gradient. When the surface was growing by vapor deposition the charge left on 

the target was positive. 

The droplets landing on the target form structures or piling ups as long as 

the their influx does not go over the limit of wet growth. This piling ups are 

inherently fragile and could break under impact (or even without). During this 

accretion process the temperature gradients are caused by the release of freezing 

latent heat. The heat released has also the overall'effect of warming up the the 

whole accretion. Now, a droplet landing on top of a pile will heat up the outer end 

of it, creating a outward pointing temperature gradient V T .  Neighbouring piles 

will also be heated but by vapor deposition since the freezing drop is a strong vapor 

source. On the other hand the piles away from a freezing drop and evaporating 

will have an inward pointing VT. 
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The fra.ction of piles having a given sign of the gradient will be related to 

the droplet influx and therefore to the product of LWC and the air velocity. The 

other parameter, this fraction of piles is related to is the temperature. As the 

temperature is lowered the time it takes for a droplet to freeze diminishes and on 

average its influence on the sorroundings also decreases. The probability a collision 

results in the fracture of a pile with a given VT will be related to this fraction. 

The results illustrated in Figures 3 and 4 are consistent with the above de- 

scription. In fact, the fraction of positive pulses at a given T is clearly proportional 

on the LWC (all runs were at the same air velocity). So much that in certain runs 

there were only positive pulses. The influence of the temperature is also seen in 

those figures. 

Conclusion 

Several researchers working on multiple collisions (eg. Kumar and Saunders 

1989) argue that given a particular set of environmental conditions the charge 

transfers would have only one sign. The results presented here show that most of 

the time there is a mixture of signs and that the environment influence only which 

one is the dominant. 

The fracture charging is observed to work in a wide range of temperatures 

and for impact velocities relevant to cloud physics. 

It is important to stress the large proportion of collisions followed by fracture 

observed. There is evidence that the size of the fragments will allow them to grow 

from the vapor as any other ice crystal in the cloud. Therefore this is a viable 

multiplication mechanism. 
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Figure Captions 

Figure 1. Left: vertical cross section of the working stage of the wind tunnel. 

The target is a cylindrical rod. The arrow indicates the flow direction. Right: 

horizontal cross section along the A-A line. The steam is generated outside the 

cold room and is thermalized before entering this stage. 

Figure 2. Typical events with particles of PO0 pm impacting at 5 m/s. Top trace: 

added signals from the two induction rings. Bottom trace: the target signal. (See 

text for description) 

Figure 3. Charge transfer histograms taken at three temperatures. The effective 

liquid water concentration LWC was 0.2 g/m3. 

Figure 4. The same as in Figure 3 but for LWC 0.5 g/m3. 
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Robert  K.  
U. S. A i r  

.- 
HOW TO CREATE BALL L I G H T N I N G  

Golka,  Jr.,  Box 6 7 6 ,  Brockton, MA 
Forc'e, F l i g h t  Dynamics Laboratory 

02403 

A t  l a s t  t h e  d i scove ry  of  how t o  produce b a l l  l i g h t n i n g  
on a command and control led basis has  been d i scove red  by 
Robert  K. Golka, Jr. It took  23 y e a r s  and thousands of . 
f a i l u r e s  t o  develop t h e  techniques .  S i m i l a r  plasma b a l l s  
have appeared i n  dwe l l ings  on rare occas ions  and on 
commercial and m i l i t a r y  aircra$t du r ing  f l i g h t .  

The type  Golka has  c r e a t e d  are s i m i l a r  t o  what has  come 
i n t o  a i r p l a n e s  du r ing  f l i g h t  and t h a t  have appeared i n  WW-2 
submarines du r ing  maneuvers. They c o n s i s t  o f  a l i q u i d  m e t a l  
core o r  k e r n e l  surrounded by a m e t a l  vapor boundary l a y e r .  
It  has  c h a r a c t e r i s t i c s  ve ry  much l i k e  a drop of  water bounc- 
i n g  and dancing for  a few seconds on a h o t  c a s t - i r o n  s tove .  
With h igher  power i n p u t  t o  t h e  f i r eba l l  it can be made t o  
flow and t r ave l  h i g h e r  from a s u r f a c e  or ground area. 

What does one need t o  make b a l l  l i g h t n i n g ?  
1. A t r ans fo rmer  of 1 5 0 , 0 0 0  w d t t s  capable  of  

provid ing  approximately 1 0 , 0 0 0  amperes a t  15  v o l t s  6 0  c y c l e .  
2 .  Thick one inch cables of s t r a n d e d  w i r e  l ead ing  

i n t o  a 3 x 4 x 1 f o o t  p l a s t i c  tank .  
3 .  Q u a r t e r  i nch  t h i c k  4 "  x 6" aluminum p l a t e  to' b4 

used as one of t h e  d i s c h a r g e  e l e c t r o d e s ,  t h e  other se l ec t rode  
being t h e  heavy ( 4 0 0  MCM) copper w i r e  wi th  t h e  i n s u l a t i o n  
s t r i p p e d  back 6 inches .  

By s h o r t i n g  t h e  cable a g a i n s t  t h e  aluminum p l a t e  under .  
water,  q u a r t e r  i n c h  f i r e b a l l s  o r  l i g h t n i n g  ba l l s  w i l l  appear  
o u t  of the  w a t e r  and dance around on i t s  s u r f a c e .  O f  
cou r se ,  p r o t e c t i v e  c l o t h i n g  and goggles  are necessary .  
These l i g h t n i n g  ba l l s  s o m e t i m e s  dance r i g h t  o u t  of  t h e  tank  
onto  t h e  f l o o r ,  They s e e m  t o  be h o t  t o  t h e  touch on ly  i f  
you squeeze them. They are a b r i l l i a n t  whi te  color i n d i c a t -  
i n g  a s l o w  combustion of aluminum. I f  h ighe r  tempera tures  
are reached and d i f f e r e n t  metals are used,  t h e  color  of  t h e  
f i r e b a l l s  w i l l  be  d i f f e r e n t .  I t  appears t h a t  t h e  b a l l  i s  
sp inn ing  or  t h e  i n s i d e  k e r n e l  i s  sp inning .  With t h e  s ta ted  
ampere and v o l t a g e  r a t i o s ,  they  have lasted for  almost 2 
seconds.  More power i n  would i n c r e a s e  t h e i r  l i f e t imes .  
Other  v a r i a t i o n s  are c u r r e n t l y  under i n v e s t i g a t i o n .  T h e  
h igh  temperature  l i m i t s  of t h e s e  f i r e b a l l s  i s  now being 
s t u d i e d .  
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Abstract 

A laboratory experiments has been conducted to investigated the physical pro- 
cesses of the development of long air discharge and their interaction with a 
free potential conducting objects.Space-time development of the lightning phe- 
nomena in the gaps was registered by the moving-image camera and optoelectro- 
nic transducer.The electric field in the different points of a gap was measu- 
red using a Pockels device both in the leader stage and the stage of return 
stroke.Experimenta1 results of the streamer zone length measurements in the 
gaps with length of up to 65 meters are presented.Extrapolation on the light- 
ning case shows that the streamer zone length of the leader i n  the lightning 
composes only the few tens rneter6.A physical processes of the interaction of 
a positive and negative long sparks with the isolated objects are investiga- 
ted.In particularly the striking probability OP isolated conducting spheres 
with different diameters in the dependence on the location in the gap is in- 
vestigated.It is obtained that the striking probability of the spheres smal- 
ler than the critical size equal to zero near the electrode.The striking pro- 
bability of the spheres with the diameters greater then the critical is the 
unity near the electrode.The physical picture of the observed effects is sup- 
posed. 

1 Introduction 
It is well known that both the lightning 

and the spark discharge in a long air gap are 
characterized by the leader mechanism of the 
propagation.Therefore a series of properties 
of lightning discharge are displayed also in 
the long air gap discharge.Thi.8 allows to put 
the task of modelling of lightning orienta- 
tion processes on the objects in the labora- 
tory.The different factors influence on the 
spark discharge channel 0rientation:a gap 
geometry,parameters of a leader,atmosphere 
conditions and others.Many papers was sugges- 
ted to the investigation of striking proba- 
bility of a free otential objects(see,for 
example, K1-31 ).Inf11 it i13 shown that the 
striking probability is increased with the 
growth of conductivity and capacity of the 
object.Inr21the striking probability of the 
objects in the dependence on the its spacing 
in the gap is investigated.1-t is shown that 
near the earth surface the striking probabi- 
lity is incre8ed.h paper [3] the results of 
investigation of the polarity effect in the 
interaction of spark with a free potential 
object are presented. 

The basic effect 03 the orientation of a 
leader discharge is connected with the flow 
of electric field,closed on the object,i.e. 
the orientation is determined by the degree 
o f  field distortion by the object and most 
probably in the direction of field intensi- 
fication.However the effects of space char- 
ges interaction also influences on the stri- 
king probability.The investigation of stri- 
king probability dependence on the charge of 
the leader also is of interest for lightning 
protection of aircrafts. 

In this paper the influence of polarity 
of the applied voltage and the parameters of 
the streamer zone on the striking probability 
of the free potential objects are investiga- 
ted. 

2 Experiment a1 technique 
Measurements are carried out in rod-plane 

and toroid-plane gaps.hpulses with the du- 
ration q; 5 7500~1s and the front duration 
/c+ from 2 to 1200 jus were formbng on au oi:t- 
let of High-Voltage Generator HVG-9Bdv and 
energy capacity 1.35 MJ.The space-time deve- 
lopment of the lightning phenomena in the 

gap was registered by the moving-image came- 
ra and optoelecbi!onic transducer.The electric 
field in the various point of the gap was me- 
asured using a Pockels device..The sensor is 
a primary transducer optically connected by 
fiber guides of up to 150 rn long with a light 
source and a yhotodetect0r.A light source is 
a semiconductor laser with emission wave- 
length OP 0.86~m.Recorded frequence band is, 

In the experiments the models of aircrafts 
gnd metallic spheres with the diameters 4,10, 
j0.50 cm are used.The obj6cts’on the diffe- 
rent distance from the high-voltage electrode 
both inside of the streamer sone and the out- 
side of its are placed.The streamer zone 
length was measured with the help of a pho- 
toelectronic recorder.The trajectories of the 
spark channel weie recorded u s i n g  a g.vo pho- 
tocameras,mounted under the angle 90°.The 
striking probability was determined from 100 
breakdowns for each case.The applied voltage 
was equal to 90% of the breakdown probability. 
Investigations are carried out in the gaps 
with the length o f  up to 25 meters long un- 
der application of voltage pulses of positive 
polarity and of up to 12 meters under nega- 
tive polarity voltage.The sparks from the 
HVG top,which is the toroid with the ratio 
of external radiuses 0/2 m have the length 
from 50 to 00 meters. 
3 Experimental results 
3.1Positive polarity 

The main parameters characterized the 
leader are the streamer zone length,t?lectric 
field intensity and the space charge of th8 
streamer zone. 

3.1.1The streamer zone length 
It is important to reproduce the stage 

of free development of leader with the chan- 
ce distortions of the channel trajectory in 
the experiments on the modelling of light- 
ning striking of the aircrafts.This is ensu- 
red in the case when the streamer zone length 
&it of developing leader is much shorter 
then the gap length d .Yt is known that the 
streamer zone length of leader in the ita 
initial phase of development /;, depends on 
the front duration of the applied voltage. 

50 MHz. 



At the sharply impulse front the streamer 3.1.2 The electric field intensity 
zone length occupies the significant part of 
the gap already in the initial phase of lea- Oscillograms of the electric field in- 
der development.The dependences of streamer tensity change are represented in figs.3-6. 
zone length on the front duration of the Figures 3 and 4 corr spond to gap breakdown 
applied voltage for different gaps obtained case of a! e6 m and 2 -12 m under application 
using photoelectronic transducer are presen- of voltage pulse (300/7500~s).Maximwn value 
ted in fig.l.It can been seen that the dis- 
charge at the 5 = 2ps is characterized by 

100 io00 
Fig.l,l'he variation of streamer zone length 

tion 5 .l- d -5mi2- d =1Om;3- 
as a function of voltage front dura- 

d =15m. 

- rod-plane gap 
---- t or0 id-plane gap 

Fig.3.Electric field in the streamer zone of 
leader. d = 6 m, h = 0.6 m. 

significant length of streamer zone and for 
the gap with length d =4 m consists from on- 
ly one final stage.The critical duration of 
voltage front qC* is exist at which the 
streamer zone length takes the minimum value. 
Note,that the breakdown voltage is minimal 
at the critical duration of the front.It is 
seen from fig.1 that the change of streamer 
zone length in the gap rod-plane essentially 
more then in the gap toroid-plane.The strea- 
mer zone lengths versus from the gap length 
at the critical front duration rk2 of the 
applied voltage are presented in the fig.2. 

, d I m  
60 0 80 Fiz2.&e %-i%i$$ odostreame% zone length 

as a function of gap length a! . 
The streamer zone length Jsl% in the gap rod- 
plane in the dependence on the gap length d 
is described by the expression 

estt 

(1 1 % 4L2 0.i8d 
In the gap toroid-plane this dependence have 
the form 

(2) 
vz 

&a C- 1 + o.isd [ m l  
Approximation of the streamer zone le 
the large length of gaps by formula (8 is 
represented in the fig.2 with the drawing 
line.lt is seen that the streamer zone length 
is saturated at the large gap length.So,at 
the gap length d 1100 m the streamer zone 
le th,calculated by the formula ( 2 ) , i s  equal 
to>2= 2.5 m.Note,that the streamer zone 
lengt of le der developing from the HVG top 
is equal to 2.8 m at the influence of 
impulse (2/?500p) ,when the breakdown take 
place with the overstradn. 

th on 

-4 t v 
Fig.4.Electric field in 12 m rod-plane gap. 

1- h 0.8 m;2- h = 4 m. 
of electric field intensity is achieved at 
sensor placing on the longitudinal axis of 
streamer zone 
of attainment of this maximum at change of 
sensor position in gap being determined by 
velocity of leader propagation.Curvea 1 cor- 
respond to case of streamer zone passage 
through the sensor.It is seen from the figures 
that the polarity of electric field intensity 
is changed.In the oscillograms one can sepa- 
rate two stages corresponding to different 
physical processes.Pirst stage corresponds to 
leader one of discharge development,second 
stage corresponds to neutralieation of the 
space charges.Tirne of discharge forming grows 
with increase of gap length and is defined by 
leader propagation velocity ( t =  d /d t  ). 
Field intensity is decreased moothly after 
breakdown.Half-decay time or neutralization 
time of the space charge =C grows with incre- 
ase of gap length.So,at the length d e6 m, 
time Tc 100ps,and at d-12  m c is 40Qp. 
In case when the sensor is beyond a leader 
cover the neutralization stage is not regis- 
trated by the seneor (fig.4,cwe 2). 

and is equal to 5 kV/cm,time 

I 

Fig.5.Electric field in 18 m rod-plane gap. 
I- h ~4m;2- h =0.8m;3- h =1.6m. 300A7500ps. 

At absence of breakdown the field oscillogram 
was changed depending on availability or abeence 
sence of uncompleted leader in gap (fig.5). 
In last case the sensor placing beyond a stre- 
amer corona from the rod end reproduced change 



of electrode f i e l d  i n  rod-plane gap (fig.5, 
curve l).Inside the streamer corona at  absen- 
se of leader  the e l e c t r i c  f i e l d  repeats  form 
of applied voltage however ve loc i ty  of f i e l d  
growth is defined not by the steepness of 
voltage r i s e , b u t  a dynamics of the space char- 
ge in the streamer zone and depends on dis- 
tance from the rod end (fig,5,curve 21.A avai- 
l a b i l i t y  of the uncompleted leader  i n  the gap 
the f i e l d  change inside the streamer corona 
takes place analogical ly  t o  breakdown case. 
However change of f i e l d  po la r i ty  is  not ob- 
served i n  t h i s  case ( f i g . 5 , c w e  3),Change of 
f ront  duration of applied voltage (15/?500~s) 
i s  not affected on the qua l i t a t ive  picture  
of f i e l d  behaviour (fig.6),Note only tha t  for- 

E, K V / c t n  

Fig.6.Electric f i e l d  i n  4 m rod-plane gap. 
h = 0.7 m ;  3/q = 15/?500p. 

ming time of breakdown is decreased essent i -  
a l l y  because of increase of leader  propagati- 
on veloci ty  and increase of streamer zone 
length i n  the f i n a l  stage.Fig.6 corresponds 
t o  the gap length d =4 m.Time moment 4=0 coin- 
s ides  with the beginning of voltage applica- 
t i on ,  if coinsides with contact moment of the 
streamer zone with the serrsor.When the sensor 
is placed inside the streamer zone time 4 i s  
determined by propagation ve loc i ty  of ioniza- 
t ion f ron t  of the streamer corona fi = h/$tr .  
VelociQy is  constant at d i f f e ren t  distancqs 
from the rod end and is equal t o  ~ 2 . 1 0  cm/s. 
E lec t r i c  f i e l d  i n t e n s i t y  is not changed a l s o  
along the f u l l  length of the streamer zone 
and is equal t o  Est, =5 kV/cm.Electric f i e l d  
in t ens i ty  begins t o  dec ea e a f t e r  the leader  
head.Time in t e rva l  d * = & - f i  i s  defined by 
veloci ty  of leader propagation.In thgs case 
leader ve loc i ty  is  equal t o  l$ e 3-30 4 s .  
The leader reaches the plane a t  the moment 
time 4 3  .l?urther the change of e l e c t r i c  f i e l d  
i i i tensi ty  is connected with the processes of 
neu t r a l i za t ion  of charges accumulated i n  the 
discharge gap.Time of charges neu t r a l i za t ion  
i s  correlated with the streamer zone length 
and the gap length. 

3.1.3 Space charge of streamer zone 

Using the Gauss theorem we can t o  evalu- 
a t e  the value of space charge,carried out by 
leader:  

Qst, (3 1 
where & =8.85.10"'* F/m i s  the d i e l e c t r i c  
constant, is the e l e c t r i c  f i e l d  i n  the 
streamer zo$L& is  the streamer zone length. 
On the h ~ o w n  i n t ens i ty  of e l e c t r i c  f i e l d  i n  
the streamer zone the potent ia l  of leader  he- 
ad a l so  may be obtained: 

sp! = E&. 4f'L (4)  
Sett ing in (4)  the expression (2)  f o r  s t r ea -  
mer zone length dse,,, ,we have 

(5 1 % 4°C t;d, (1 + 0.iSd ) , [ V I  

A t  the cha rac t e r i s t i c  gap length d e  3 km 
f o r  the l ightning it is followed from here, . 
t ha t  the po ten t i a l  of the leader  head compo- 
se s  % = 4.6 MV,and the streamer zone length 
equal t o  &,+=9.2 m.This i s  not contradicted 
with the experimentally observing value of 
streamer zone length i n  the lightningr41. 
I n  fig.? the per un i t  length charge pc.Gf.t;e, 

sented. It is  seen from fiKure , that the per 
versua from the gap length IS pre- 

90 
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Pig.7. The charge per un i t  length a s  
a function of the gap length. 

un i t  length charge qf leader  is  saturated a t  
the growth of gap length,It  is known[~,],that 
the space charge .distributed around the l i gh t -  
ning channel is neutral ized in the r e t u r n  
stroke stgge and is composed 

f o r  the mean current i = 20 kA with the du- 
r a t ion  bt=50ps.Approximately a such charge 
is followed a t  the evaluating of f=27&E,Cf 
using the expression (2 )  f o r  the ightning 
channel length d e 3  km: 

Q 5 q . d  c 3 0 0 ~ * 3 0 0 0 m  = 0.9 & 

Q = Jidt z 1 e 

3.1.3 St r ik ing  probabi l i ty  of a i r c r a f t  
models 

Lower the  experimental dependences o f  
s t r i k i n g  probabi l i ty  of a i r c r a f t  models in 
the gap rod-plane a re  resu1ted.h figs.8,9 
the dependences of s t r i k i n g  probabi l i ty  p 
of models with length &,=?.I5 m on the dis- 
tance h,,, up t o  high-voltage electrode a t  the 
d i f f e ren t  value CJ and d a re  presented.It is  

LO 

0.8 

0.6 

0.4 

0.2 

I . . . . . . . ,  h,,m 
a i 2 3 4 5 6 7 8  

Fig.8.The s t r i k i n g  probabi l i ty  a8 a function 
of distance from the electrode.1- 
2- 7# ~6OOps .  d : 8 m .  

=15ys; 

seen from f igu res  t h a t  the p robab i l i t i e s  p 
a re  max imum near the electrode and is  decrea- 
sed with the removing from it.Fig.10 shows a 
change of s t r i k i n g  probabi i t y  of model pla- 
ced on the f ixed distance t,,, from the elec- 
trode a t  the increase of gap 1ength.It can be 
seen t h a t  the s t r i k i n g  probabi l i ty  decreases 
with the increase of gap 1ength.It is known 
that the e s s e n t i a l  influence on the s t r i k i n g  
probabiliby of models turns  out the d i s c h a r ~ e  
processes beginning from the model.lig.11 
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shows the discharge development u n t i l  the 
s t r i k i n g  of mode1,It is  seen from f igu re  
tha t  the posi t ive discharge begins from the 
model a f t e r  the contuct o f  the streamer zone 
of d i r ec t  leader  with the aodel.Note tha t  
the i t s e l f  leader  channel is finded on the 
distance &ir from the surface of model. 

1.0 

0.3s 

0.5 

I 

0 3 6 9 $2 
Fig.9.Striking probabi l i ty  a s  a function 

of  distance from the electrode. d = i 2 m ;  
i- CJ= 15ps ; 2 -  Z - 600,~s. -f- I P  

- 

- 

- 

Fig.lO.Striking probabi l i ty  of a i r c r a f t  
model as a function c-f a gap length. 

0 50 16 6 jso -+s - L 

I '  
F@. 1 I :Discharges development in the gap 
posi t ive rod-model-plane. d =  am, h, = 5 m .  

3.1.4 Str iking probabi l i ty  of me ta l l i c  
spheres 

A s  was shown above the corona discharge 
processes begin from the objects  u n t i l  the 
contact its by the leader  channel.Elucidati- 
on of the r o l e  of t h i s  processes on the or i -  
entation of leader  channel is of i n t e re s t .  
Lower the r e s u l t s  of the invest igat ion of the 
posit ive leader  o r i en ta t ion  t o  the me ta l l i c  
spheres,from which the corona processes is  
a b  sent ,  are presented. Experiment a1 inve s t iga- 
t iona have been ca r r i ed  out i n  the rod-plane 
ap.The posi t ive switchin impulse voltages 
715/7500ys and 300/7500 sf were applied t o  
the rod electrode.The s&?iking probabi l i ty  
o f  conducting spheres w i t h  d i f f e ren t  diame- 
t e r s  i n  the dependence on the applied impul- 
se  voltage parameters and on the s i t u a t i o n  
of spheres i n  the gap a re  measured.The sphe- 
r e s  with the diameters a=4,10,30,50 were 
used.The spheres were placed i n  the gap a t  
the d i f f e ren t  distance from the rod end both 
inside o f  streamer zone and outside its. 

9 The streamer zone length was maasured u s  
the moving-imclge camera.For gap length d =  m 
the streamer zone length w a s  equal t o  &iZ= 
0.6 m and &1=2 m at the applied voltage im- 
pulse C/Ci =300/7500pa and 15/7500 8 ac- 
cordingfy.The t r a j e c t o r i e s  of sparks ciannel 
were recorded using a two photocenaeras,moun- 
t ed  under the angle 90°.1n figs.12 and 13 the 
dependences of a s t r i k i n g  probabi l i ty  o f  the 
spheres with different 'd iameters  from the dis- 
tance between the sphere and rod a re  presen- 
ted.li'rom f igu res  i t  can be seen t h a t  the stri- 
king probabi l i ty  in  the dependence on the lea- 
der charge Qe and the inductive charge Siyl 
may be e i t h e r  increasing or decreasing func- 
t i o n  of distance b+tWeen the object and high 
voltage electrode,-Striking probabi l i ty  of the 
spheres smaller than the de f in i t e  s i z e  equal 

Fig.12.Striking probabi l i ty  of spheres 
a t  t he  applied voltage 300/7500,4s. 

1- 2 = 4cm;2- P =lOcm; 

0.W 

O5 t 

Pig.13.Striking probabi l i ty  of spheres 
a t  the applied voltage 15/7500/rrs. 

t o  zero near the electrode.At the exceeding 
of c r i t i c a l  s i ze  the s t r i k i n g  probabi l i ty  be- 
comes the un i t  near the rod and decrease with 
the removing from it.The charge o f  the s t rea-  
mer zone grows a l s o  a t  the increaeing o f  gap 
length tha t  must t o  change the s t r i k i n g  pro- 
b a b i l i t y  of object.So,the sphere with the dia- 
meter p =  50 cm i n  the gap with length d =6m 
s i t u a t e d  on the distance l m  from the rod end 
is  s t r i k e d  with the probabi l i ty  P =  0.3.At 
the  gap length d =8m t h i s  sphere is  never 
striked.The charge of the streamer zone at 
t h i s  i s  increased two times.The obtained re- 
s u l t s  may be explained proceed from the next 
physical picture  of leader  discharge orienta- 
tion.Propagation o f  leader  takes place mainly 
in  the d i r ec t ion  of f i e l d  in t ens i f i ca t ion ,  
created by the object.At the contact o f  ob- 
j e c t  by the streamer zone the object is char- 
ged with the posi t ive charge.This is increa- 
s e s  the flow o f  e l e c t r i c  f ie ld ,c losed on the  
object.If the charge of streamer zone tu rns  
out t o  be more than the inductive negative 
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charge then the repulsive e l e c t r i c  f i e l d  is 
appeared.Th3.s explaines the existance of c r i -  
t i u a l  parameters ( c r i t i c a l  s i z e  of object or 
c r i t i c a l  charge of leader) a t  exceeding o f  
which the mechanism of leader or ientat ion is 
changed. 

3.2 Negative polar i ty  

The s t r ik ing  probabili ty of objects  is 
increased a t  the ne at ive polar i ty  o f  leader 
approximately on 252 i n  r e l a t i o n  t o  the posi- 
t ive  polar i ty  (fig.14). 

4 / h , r  
m/m 

I P  
fQ Ir, % A t  e 4- 
Fa cm/s cm/s ps rn m 

15 3 . 7 ~ 1 0 ~  0,8*106 35.0 0.7 2.7 

0.2 

d i r e c t  leader.However,the growth of distance 
is observed with the increasing of 

gap length and' f o r  the gap length d=12 m the 
the value (hm- l )  coincides with the streamer 
zone length o f  negative leader  i n  the final 
jump phase. 

(A,- 8 )  

- 
. i 2 3 4 5 < ? q h m , m  

300 3.3*106 0.6*106 30.0 1.15 2.4 

12/7 15 3.3*106 1.0*106 31.0 4.1 2 ,9  12/7 15 3.3*106 1.0*106 31.0 4.1 2 ,9  

a 10 i60 240 +.us 
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Pig.15.Photochronogram of dischar e 
ceases i n  the gap negative rod-rnodef-p!gg. 
d = 8 m; -300/7500/.cs; A,,, a 3 m. 

Fig.16,Photochronogram of discharge pro- 
cesses i n  the gap negative rod-model- 
plane. d -  8 m; -15/7500ps;  h, = 3 m. 



4 Discussion 
The results adduced above are related to 

the object striking in laboratory discharge 
gap.Elucidation of the role of obtained ef- 
fects in lightning striking of real objects 
ia of interest.Let us evaluate a characten 
riatics of objects and lightning at which 
the repulsion effect turns out to be essen- 
tial.Phe charge carried by the atremer sane 
of leader may be evaluated on the known va= 
lue of electric field in the ,streamer zone 
using the Gauss theorem4 

where &a is the streamer zone length, . 
0,is the top angle of tfie streamer sone, 

,&*is the electric field in the streamel' 
gone, Eo i8 the dielectric constant. 
Phe electric field in the streamer sone 

Estc approximately is 5 kV/cmrThe angle 8, 
is equal as a rule to 300- 900,lYhe value of 
inductive charge depends on the capaoi- 
ty of the object or of its geometrical si- 
zes.Solfor the sphere with a diameter 3 we 
have : 

Q,, =e, 4 &,dS t U i & b d  (6) 

Q;,, = Yg4ED2 (71 
From (6) and (7) we obtain that 

i.e. the easentially repulsion effect take8 
place for the objects with the linear size 
smaller than the streamctr zone length 

At the length of gap d ID 6 m and the front 
and <i e 15)s the streamer zonis hngt is 
equal to t'f P 0.6 m atid 4 o 2 m,accordingly. 
The chargeB of str amer Donee are equal t o  
@ = 3 S p  and 34 C. In lightning 
t e streamer zone length c&poses a few ten 
meters.ht the length of stzeamer sone(,:fQm 
the charee approximately is equal to Qcc 
/So C.l'he repulsion effect of this  leadel? 
muattake place for the objecte with the 
size LS 5 m. 

Note that the physical picture of leader 
orientation described above not accounts a 
series of effects influencing on the eta?&- 
king probability of object.In particularly 
the corona discharges from the.sharp projec- 
tions of objects are not take into accounted. 
Experiments show that the striking probabi- 
lity of sphere with a projection of rod form 
essentially depends on the loeafion of pro- 
jection on the sphere.The projection that 
is the cathod electrode,not influences dn 
the striking probabilit of sphere.So,the 
sphere of the diameter g a 50 cm with the 
cathod projection by length of 10 cm was 
not in the least striked,apd with the anode 
projection the striking probability becomes 
1004b.Easenthal influence of the anode pro- 
jection on the striking probability is no- 
ted also in paperC3-J. 

5 Conclusion 

length of leader in the gape with length 
up to SO meters are experinentally obtained. 
Extrapolation of theBe reeults on the light- 
ning shows that the streamer zone length of 
lightning with a channel length I, e 3 km 
composes only 9.2 m. 

Electric field intensity in the etreamer 
zone of positive leader composes €,I 5 kV/om 

duratione of applied voltagee I - 300[S 

Zhua,the values of the streamer zone 

and not depends on the ga len %.'Phis allows 
to calculate the potentia! of feader head in 
ligh$ning.So,at the streamer zone length &= 
c 10 m the potential of leader composes yi s 
a 5.0 MV. 

A next characteristics essentially influen- 
ce on the striking probability of objects; 
poeition of object in the discharge gap,de- 
gree of field distortion byobject and degree 
of compeneation of inductive charge by the 
charge of streamer zone.It is necessary to 
take into account these effects at the deter- 
xiining of the orientation height of leader. 
It is shown that the contrary discharges,de- 

velopine; fsom the object,aleo essentially in- 
fluewe on the striking probability. 
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Dispersive Delay Burt J. Bittner 

DIFFUSE DISPERSIVE DELAY 
and the 

TIME CONVOLUTION / ATTENUATION of TRANSIENTS * 
Burt J. Bittner (LS) Sr Staff 
Electronic Systems Division, HARRIS Corp. 
Troutman Blvd. Bldg 20, Palm Bay, F1. 32905 

Introduction: 

The Fourier analysis of transients often 
neglects the phase-delay characteristics and 
unfortunately if the phase-delay data is retained 
the computer data shows only the phase angle and 
looses the real 2pi+, time-delay parameters.Lossy, 
conductive materials all have a time delay that 
are (equ 1.2) sq-rt functions of the conductivi- 
ty, permeability and the inverse of frequency 
which "spreads-out" the time of arrival of tran- 
sients propagating through the material to the 
extent that "CW" measurements of shielding effec- 
tiveness are not - by themselves - a true evalua- 
tion of transient protection. Test data and 
analytic evaluations are presented to show 
(claim!) that relatively poor 100 Khz shielding of 
12 Db can "effectively" provide an EMP transient 
reduction of 100 Db. and more-importantly demon- 
strates several techniques for lightning-surge 
attenuation as an alternative (or addition) to 
"crow-bar", spark-gap or power-zener type clipping 
which simply reflects the surge. 

A time-delay test method is shown which 
allows CW testing - with a convolution program to 
define a "Transient Shielding Effectivity" where 
the Fourier phase characteristics of the transient 
are known or can be broadly estimated. 

CONCLUSIONS 
Even very thin shields significantly alter 

the wave-form of transients due to phase-delay,not 
attenuation - which is very small at LF ( < . l  Mhz). 

Shielding effectiveness - for transients - 
cannot be evaluated simply by a convolution of the 
CW measurements techniques. This is an error of 
magnitude - usually >20 Db. 

Transient shielding with higher permeability 
materials such as 0.8 oz NICKEL is equivalent to 
3 oz Copper. * This work is protected under the author's Patent 

#4,823,228 and HARRIS Patent Disclosure RA-559, H2722 
by Bittner and Reed 
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NOTICE: 

The following is a cursory abbreviated synopsis of 
this ongoing invegtfgation. The original paper is 
being revised due to new developments and w i l l  be 
available - by June,1991. 

Those wishing a copy can write to the author at: 
2580 CLINTON Drive NE 
PALM BAY, FL. 32905 

In evaluating a transient due to Lightning, Switching 
or EMP each spectral component (In the frequency 
domain) starts at zero amplitude at t = 0 and reaches 
a maximum as shown in the Figure 1 below - which is 
somewha% misleading since "Log of time" does not ade- 
quately emphasize the much greater delay at lower 
frequencies. The 2 plots to the right show how much 
more delay the wave experiences propagating through 
nickel foil, 0.6 o z ,  and 9 oz copper, 0.0126". 

Fig 2 provides the solutions for the time delay - 
the solid line - and the attenuation - the dashed line 
and emphasizes that at 200 Khz the attenuation has 
only reduced the wave amplitude to 0.6 ( -4.4 dB) but 
has delayed the wave 600 nano~ec ( pi/4) so that the 
wave cannot constructively recreate the incident 
transient due to this time distortion. 

- the equations of Fig 2 are shown more clearly 
below [ref 11: 

,J TOTAL TIME DELAY 
.. NICKCL .I or. 0.00084 THICK 
'..N MU p r o m * o ~ ~ ~ ~ y  opproz ISO IO 100 (rel) I 1 

0 oz Copper. 0.0126" ' 

for EMP transient 
actual CW free -*poco 

, p u i k  emplilud* VB 1r.q. 
" 3  

.1,1 
-5 . ,b4 . .. .- . 

10 3 3  d o  3100 1600 . . .  *;: rb . .  . .  TIME DELAY nanoseconds -> .. . 
Figure 1 
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It is often noted that the frequency domain spec- 
millivolts 

creates 
trum of lightning and EMF is only 
per Hz and only the convolution simultaneously 
the fairly large [2] peak amplitudes. 

20 to 50 

Figure 3 demonstrates how an analysis of transient 
propagation through a conductive material results in a 
reduction of the clar js io  HEMP of $2 KV down to less 
than 1.4 Kv with the peak delayed nearly 400 nanosec. 
and much of the energy delayed to over 0 . 8  microseconds 
- this time-delayed reconstruction / convolution is a 
time-consuming computational process and in, this figure 
the amplitude was presumed constant up to 2 Mhz at 3 mv 
and 2 mv to I@ Mhz ( -  A much more elegan program is 
needed here! - an invers Fourier ? ) .  This is a true 
representation of t h e  dirjipersive delay as it modifies 
the transient - and cannot be easily reconstructed 
using just CW test methods since penetration through 
cracks or ports w i l l  combine with the diffuse wave 
because the time differential amplitudes are lost. 
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- 50 Kv 
TIME DOMAlN 

PEAK VOLTS 1.350 

DIFFUSE - 
ON INNER 

RESIDUAL PULSE 

COUPLING 
SURFACE 

FIELD 

I I I I I I 
'0  1W ns 200 300 400 500 600 700 800 

T NANOSECONDS 

EMP FIELD AT INSIDE SURFACE 
USUALLY REDUCED FURTI+ER BY: 

LOWER INTRINSIC IMPEDANCE AT LOWER FREQUENCIES. R= F(f)1'2 ._ . 
e STRUCTURES "APERTURES- CANNOT SUSTAINIINTERCEPT~ 

LONG { 53 MHZ) WAVES 
Le.; A VERY INEFFICIENT ANTENNA 

BASIC AMPLITUDE VS TIME (TIME DOMAIN) 

A, = 0.0037 VlWHZ to 2 MHZ (0.002 TO 10 MHZ) 

SUM AMPLITUDE COMPONENTS AT (CONVOLUTE) 

T =E I + 257x10 b(fl-l" SECONDS 
t = 25 nsec to 3 MICROSEC 

d = 1HICKNESS (0.0042") FIGURE 3 

= A 0  EXP -15.1 d(f)ta 8 N  Ot 

f = FREOUENCY (150 KHZ to 10 MHz) 
w = 2 K f  RADIANS 

Figure 4 illustrates some examples of dispersive 
time delay that are of engineering significance if 
shielding from transients is of importance. Note that 
about 3 oz Nickel (permeability over 100) or 9 0% 
copper can provide about 100 dB reduction in transients 
which is mentioned in the proposed MIL-STD-188-125. 

Examples are a160 given for the equivalent '5 mho' 
sea-water and our newly developed ISIG (TM) thermoplas- 
tic which is about six times more conductive than sea- 
water and is used on the exterior of power and coax 
cables to absorb the common-mode transients - and in 
some cases as an overlay for each wire in twisted 
pairs. 

HP has furnished me a fiber-optic circuit that 
appears to give good data when comparing the phase of 
the incident CW illumination with the signal inside the 
shielded enclosure - but it still doesn't provide the 
total time delay properties of the enclosure and can be 
very misleading where the" CW leakage signal exactly, 
destructively cancels the diffuse propagated signal. 
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DISPERSIVE DELAY EXAMPLES 

3 oz Nlckol (.00042") 
oppror 49 to 207 W "CW' 

"100 dB TRANSIENT SHIELD 
opprox 12 to 87 Db "CW" 

l4LT WAIU e a mlrol/u 

TIME DELAY nanoseconds -> 

Figure 4 

Note should be made that this diffuse delay character- 
istic is often present on signals intercepted from hi- 
data rate digital sources - which significantly dis- 
torts the waveform intercepted. 

references: 
[l] E.C.Jordan "Electromagnetic Waves and Radiating 
Systems" Prentice-Hall, 1950 
[ Z ]  Frederick M. Tesche, Paul R. Barnes "Transient 
Response of a Reclosure and Control Unit - - - " IEEE 
EMC Trans May 1990 p 113 
[3] F. M. Tesche 
- adv. copy "ON THE USE OF THE HILBERT TRANSFORM FOR 

-in the HPM issue of EMC Trans. IEEE - 
PROCESSING MEASURED CW DATA" 
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ADVANCES I N  LIGHTNING PROTECTION THAT 
SATISFIES CONTEMPORARY STANDARDS 

by Roy B. Carpenter ,  J r .  of LEC, Inc .  
Boulder,  Colorado 

INTRODUCTION 

Recent yea r s  have experienced a f l u r r y  
of a c t i v i t y  i n  l i g h t n i n g  p r o t e c t i o n  
c i r c l e s  and p r o t e c t i o n  technology. 
Most of t he  development i n  p r o t e c t i o n  
technology has  been l i m i t e d  t o  some 
form of e l e c t r i c a l  and e l e c t r o n i c  c i r -  
c u i t  p r o t e c t o r s .  However, t h e r e  has  
been some a c t i v i t y  i n  t h e  s t r o k e  pro- 
t e c t i o n  f i e l d .  Most of t h e s e  have 
involved "bigger  and b e t t e r "  s t r o k e  
c o l l e c t o r s  ( a i r  t e r m i n a l s ) ,  inc luding  
the  r a d i o a c t i v e  v a r i e t y .  One o r  more 
of t hese  developments r e s u l t e d  i n  low 
impedance down conductors .  

A l l  except  one company has  been con- 
c e n t r a t i n g  i n  the  f i e l d  of what may be 
termed a "Co 1 l e c  t o r-D i ve  r t e r I' System 
i n  some form. I n  c o n t r a s t ,  LEC, I n c .  
of Boulder, Colorado has  developed a 
l i g h t n i n g  s t r i k e  prevent ion  system and 
has  success fu l ly  completed i n s t a l l a -  
t i o n  of over 1000 systems i n  many of 
t h e  l i g h t n i n g  a c t i v e  a r e a s  of theworld. 

t e rmina l .  Fu r the r ,  it i s  a f a r  more 
e f f e c t i v e  a i r  te rmina l  i f  used a lone .  
This  paper desc r ibes  t h e  LEC Sp l ine  
Ball Ion ize r@ ( S B I )  and t h e  Sp l ine  
Ball Terminalm fSBT) f ami l i e s  and how 
t h e i r  use i n  a convent ional  l i g h t n i n g  
p r o t e c t i o n  system can achieve s t r i k e  
prevent ion i n  a convent i ona l  set t ing  . 

LIGHTNING AS I T  INFLUENCES 
A PROTECTION SYSTEM 

Lightning i s  usua l ly  i n i t i a t e d  by a 
downward moving channel of charge 
s t a r t i n g  from t h e  cloud and moving 
toward t h e  e a r t h  i n  s t e p s .  These 
channels  a r e  termed "Step Leaders" 
because they  move i n  s t e p s .  A s  t h e s e  
channels o r  l e a d e r s  move toward t h e  
e a r t h ,  t h e  e l e c t r o s t a t i c  f i e l d  between 
them and earth-bound o b j e c t s  r ise  
r a p i d l y .  

The primary ques t ion  
t h a t  s t e p  l eade r  terminate?"  To t h a t  
end, a g r e a t  d e a l  of research  has  been 

is  "where w i l l  

- - - 

That system is  known a s  t h e  Diss ipa t ionaccompl ished  and recorded,. It seems 
Array@ System (DAS@). Although t h e  
DAS has achieved an impressive record  func t ion  of two de f inab le  f a c t o r s  i n  
f o r  prevent ing  s t r i k e s  t o  l a r g e  areas a d d i t i o n  t o  random chance. 
and t a l l  s t r u c t u r e s ,  i t  has  notye t  been 
included i n  any of t h e  recognized RANDOM CHANCE w e  a r e  t o l d  determines 
s tandards  such as NFPA-76 o r  UL 96. t h e  path t h e  l eade r  w i l l  t ake  u n t i l  
There a r e  many reasons given why t h e  t h a t  l e a d e r  reaches the  "Point of 
DAS is  not p a r t  of an accepted s tandard  Discr iminat ion".  Refer  t o  F igure  1. 
but  perhaps the  most v a l i d  reason i s  
t h a t  t h e r e  i s  no s tandard  t h a t  providesTHE POINT OF DISCRIMINATION i s  t h a t  
f o r  such a r evo lu t iona ry  concept.  A l l  po in t  i n  t h e  l eade r  descent  path where 
s tandards  provide f o r  s t r o k e  c o l 1 e c t i o n ; t h e  s t r i k e  poin t  i s  determined; and 
the  DAS f a c i l i t a t e s  s t r o k e  prevent ion .  i s  a l s o  the  beginning poin t  of t h e  
The demans on system des ign  a r e ,  t h e r e - l a s t  s t e p .  It i s ,  t h e r e f o r e  about one 
fo re ,  s i g n i f i c a n t l y  d i f f e r e n t .  To f u l l  s t e p  from e a r t h .  This  d i s t a n c e  
r e so lve  t h a t  problem and provide a i s  a l s o  r e f e r r e d  t o  a s  t h e  " s t r i k i n g  
s t roke  prevent ion system t h a t  does d is tance"  . 
q u a l i f y  under UL 96 ,  LEC has  developed 
an I o n i z e r  ( t h e  main component of t h e  THE STRIKING DISTANCE i s  t h e  l eng th  of 
DAS) t h a t  a l s o  q u a l i f i e s  as an a i r  t h e  pa th  between t h e  Poin t  of D i s -  

t h a t  t h e  s t r o k e  te rmina t ion  i s  a 
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c r imina t ion  and any p o t e n t i a l  s t r i k e  Conventional c o l l e c t o r s  o r  a i r  termin- 
terminus r e g a r d l e s s  of d i r e c t i o n .  
may a l s o  be cons idered  t h e  maximum 
d i s t a n c e  between t h e  t i p  of t h e  l e a d e r  t h e  r e l a t e d  energy t o  e a r t h  by some 
and t h e  s t r o k e  terminus.  The S t r i k i n g  p r e f e r r e d  pa th .  L ightn ing  rods  are 
Distance and t h e  s t e p  l eng th  a r e  t y p i c a l  of  t h e s e  u n i t s  and t h e  most 
approximately t h e  same va lue .  Both are widely used: 
s t a t i s t i c a l  q u a n t i t i e s  dependent on 
t h e  i n t e n s i t y  of  t h e  ensuing  l i g h t n i n g  These rods  t ake  on va r ious  configur-  
s t r i k e .  These va lues  are e s t ima ted  a t i o n s  from poin ted  t o  b l u n t  and some 
v i a  F igure  2 .  Note t h a t  t h e s e  s t e p s  t i m e s  o f f e r  s e v e r a l  secondary p o i n t s .  
and t h e  s t r i k i n g  d i s t a n c e s  vary  from The usua l  app l i ca ton  c a l l s  f o r  t h e  
a low of approximately 20 meters t o  a rods  t o  be mounted i n  such a way t h a t  
h igh  i n  excess  of 200 meters. However they  w i l l  c o l l e c t  a s t r o k e  e n t e r i n g  
t h e  average i s  only  about 20 meters t h e i r  cone of p r o t e c t i o n .  Refer  t o  
f o r  a nega t ive  s t r o k e  which i s  t h e  F igure  3 .  I n  p r a c t i c e  we f i n d  t h a t  
most common. For a p o s i t i v e  s t r o k e ,  t h e  so  c a l l e d  "Cone of  P ro tec t ion"  
t h e  average exceeds 45 meters. assumption i s  never 100 percent  e f f e c -  

P lac ing  these  d a t a  i n  pe r spec t ive ,  w e  been used wi th  vary ing  degrees  of 
know t h a t  a f t e r  t h e  l e a d e r  reaches  t h e  success .  It appears  t h a t  t h e  smaller 
Poin t  of Discr imina t ion  t h e  s t r i k e  volume of t h e  assumed cone of protec-  
po in t  has  been determined. Befare  t h a t  t i o n ,  t h e  more e f f e c t i v e  it is  i n  co l -  
t ime,  t h e  pa th  i s  random and inde te r -  l e c t i n g  t h e  s t r o k e  l e a d e r  i f  t h e  
minate.  Therefore ,  on ly  t h e  o b j e c t s  he igh t  i s  not  s i g n i f i c a n t .  Because 
o r  f a c i l i t i e s  w i t h i n  t h e  s t r i k e  zone t h e  cone of p r o t e c t i o n  theory has  
are a t  r i s k .  A s  i l l u s t r a t e d  i n  F ig .  proven i n e f f e c t i v e ,  t h e  u t i l i t y  indus- 
1 ,  a t a l l  tower can be j u s t  o u t s i d e  t r y  moved t o  t h e  "Roll ing Sphere" 
t h e  s t r i k e  zone and not  t a k e  a s t r i k e  concept a l s o  i l l u s t r a t e d .  This  reduc- 
whi le  a b lade  of g r a s s  w i t h i n  t h e  ed t h e  assumed "pro tec ted  volume" 
s t r i k e  zone could be s t r u c k .  Upward s i g n i f i c a n t l y  and appears  t o  more 
moving s t reamers  tend  t o  "compete" f o r  a c c u r a t e l y  d e s c r i b e  t h e  p ro tec t ed  
t h e  downward moving l e a d e r ;  t h e  f i r s t  volume, but  i s  s t i l l  not  100% t r u e .  
t o  connect c l o s e s  t h e  c i r c u i t  c r e a t i n g  
t h e  f l a s h  channel .  The foregoing l i m i t a t i o n  can b e s t  be  

P e r t i n e n t  t o  t h i s  paper i s  t h e  occa- s t anda rds  a r e  based on t h e  premise t h a t  
s i o n a l  h o r i z o n t a l  pa ths  taken  by some t h e  c o l l e c t i n g  volume i s  descr ibed  as 
l e a d e r s .  When l e a d e r s  approach a a cone of  45 degrees  around t h e  v e r t i -  
s t r u c t u r e  a t  some ang le ,  t h e  approach- ca l  c e n t e r l i n e  of t h e  a i r  t e rmina l  f o r  
ing  l e a d e r  c r e a t e s  a h i g h e l e c t r o s t a t i c a  f u l l  360 degrees  i n  azimuth. 
f i e l d  between. This  causes  t h e  poten- e v e r ,  it appears  t h a t  F igure  5 more 
t i a l  t o  r ise h igh  enough t o  s t i m u l a t e  
any d i s c o n t i n u i t y  t o  pass  i n t o  t h e  c o l l e c t i o n  c a p a b i l i t y .  This  is  a 
streamer mode. That streamer may then  func t ion  of t h e  i n a b i l i t y  of t h e  a i r  
"reach out" and c o l l e c t  t h e  l e a d e r  t e rmina l  t o  propagate  e f f e c t i v e  stream- 
caus ing  sha rp  changes i n  t h e  l e a d e r  ers a s  t h e  angle  from t h e  v e r t i c a l  in- 
pa th .  Often 90 degree t u r n s  have been c r e a s e s .  This  a l s o  exp la ins  why t a l l  
observed t o  be caused by t h i s  pheno- s t r u c t u r e s  are o f t e n  s t r u c k  below t h e  
mena. top .  

It a ls  are devices  deployed t o  i n t e r c e p t  
an incoming s t e p  l e a d e r  and d i v e r t  

t i v e .  Cones of  even 10 degrees  have 

understood from Figure  4 .  Indus t ry  

How- 

c l o s e l y  approximates t h e  a i r  t e r m i n a l ' s  

CONVENTIONAL COLLECTORS 
(AIR TERMINALS) 

HYBRIDS (DISSIPATING A I R  TERMINALS) 



A s  uded h e r e i n ,  a hybr id  a i r  terminal 
is one t h a t  p r imar i ly  funct ion$ as an  
I o n i z e r ,  but  when s a t u r a t e d ,  " f a i l s "  
as an a i r  te rmina l .  I n  a d d i t i o n ,  when 
proper ly  designed,  proper ly  deployed 
and used i n  some q u a n t i t y ,  they  w i l l  
func t ion  as a DAS@ and conceivably 
approach 100 percent  e f f e c t i v e n e s s  as 
a s t r o k e  prevent ion  system. 

The LEC Sp l ine  Bal l  Ion ize r@ (SBI) and 
t h e  Sp l ine  Ball TerminalTM (SBT) were 
developed as an  optimized hybr id  a i r  
te rmina l .  F igures  6 and 7 i l l u s t r a t e  
t h e  two conf igu ra t ions .  Both t h e  SBI 
and SBT provide t h e  r equ i r ed  po in t  
spacing t o  maximize t h e  i o n i z a t i o n  

t e c t i o n  System. Model SBT-24 hybr ids  
are used i n  t h e  r equ i r ed  l o c a t i o n s  
around t h e  per iphery.  The Model SBI- 
48 hybr ids  are used i n  t h e  r equ i r ed  
l o c a t i o n s  down t h e  mdidle of t h e  
bu i ld ing .  

I n  a d d i t i o n  t o  t h e  s tandard  demands, 
l o c a t i o n  and sepa ra t ion  d i s t a n c e  be- 
tween SBT o r  SBI'S are a func t ion  of 
two f a c t o r s :  

1. The percentage of s t r o k e s  t o  be 
e l imina ted  ( an  energy r e l a t e d  f a c t o r ) ,  
and 
2 .  The p o t e n t i a l  s t r i k e  zone phys ics .  

c u r r e n t .  A t  t h e  same t i m e  they provideAll  are t r a c e d  o f f  aga ins t  c o s t .  Of  
a po in t  o r i e n t e d  f o r  a t  least  every 5 p a r t i c u l a r  concern t o  t h i s  paper i s  
degrees  i n  azimuth f o r  t h e  f u l l  360 t h e  c r i t e r i a  f o r  t h e  l o c a t i o n  and 
degrees  and a f u l l  120 degrees  i n  ele- spacing of  t h e  SBT f o r  success fu l  
va t ion .  A s  a r e s u l t ,  t h e r e  i s  no d i r -  ope ra t ion  as an  a i r  te rmina l .  
e c t i o n  from which a l eade r  can 
approach t h a t  would not  have a co l l ec -  A s  genera l  cri teria:  
t i v e  poin t  o r i e n t e d  d i r e c t l y  toward it  
and many backup p o i n t s  c l o s e  by. 1 .  For a system t h a t  must s a t i s f y  

UL 96A and/or  o t h e r  s t anda rds ,  t h e  
Both t h e  SBI and SBT have been re- SBT-24 i s  24 inches h igh  and may be 
viewed by Underwri ters  Lab and have used as descr ibed  by t h e  following: 
been l i s t e d  as A i r  Terminals ,  usable  
as such i n  any UL 96 based l i g h t n i n g  
p r o t e c t i o n  system where UL l i s t e d  ter- 
minals  are s p e c i f i e d .  

a. Space each SBT 25 f e e t  a p a r t ,  bu t  
no more than  2 f t .  from t h e  edge of 
t h e  f a c i l i t y .  
b .  Space each row of SBT's no more 

U S I N G  THE SBI AND SBT I N  
STANDARDS BASED SYSTEMS 

than  50 f t .  a p a r t .  
c .  In te rconnec t  rows a t  no more than  
50 f t .  i n t e r v a l s  
d.  Ground each row a t  leas t  every 

Standards such as NFPA-78, UL96A, NAV 
FAG DM4, Army 385-100 are based on t h e  f t ,  

use of a s i n g l e  poin t  l i g h t n i n g  rod 
known as t h e  a i r  te rmina l  o r  some o t h e r  
form of s t r o k e  c o l l e c t o r .  However, 
s i n c e  UL has  l i s t e d  t h e  SBI and SBT, 

2 .  For a non-standard, Col lec tor -  
D ive r t e r  Concept based on t h e  SBT, t h e  
fol lowing r a t i o n a l e  may be appl ied :  

t hese  assemblies  can be used i n  p l ace  
of t he  s i n g l e  po in t  terminal. I n  most 
cases they  can be used as a d i r e c t  re- 
placement. The SBT i s  designed t o  f i t  
i n t o  t h e  convent ional  l i g h t n i n g  rod 
mounting p l a t e .  

NOTE: A non-standard system i s  one 
based on t h e  premise t h a t  a s tandard  
per  se does not  need t o  be s a t i s f i e d .  
It a l s o  fol lows t h a t  s i n c e  t h e  numbers 
of SBT'S r equ i r ed  are reduced, t h e  
d i s s i p a t i o n  c a p a b i l i t y  is  reduced and 
t h e  major p r o t e c t i o n  mode may be t h a t  
of a c o l l e c t o r - d i v e r t e r  concept F igure  8 i l l u s t r a t e s  a t y p i c a l  NFPA- 

78 bu i ld ing  p r o t e c t i o n  system t h a t  has  instead of a DAS. 
been converted t o  a Hybrid S t roke  Pre- 
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The o b j e c t  o f  a Col lec tor -Diver te r  
system i s  t o  provide an e f f i c i e n t  
c o l l e c t o r  and a s a f e  d ive r s iona ry  
pa th .  The d ive r s iona ry  pa th  para- 
meters are de f ined  by UL 96A and 1.d 
above. 

The c o l l e c t o r  e f f i c i e n c y  i s  r e l a t e d  
t o  i t s  a b i l i t y  t o  produce streamers 
t h a t  w i l l  propagate  toward t h e  down- 
ward moving l e a d e r  as it  approaches 
t h e  Po in t  of Discr imina t ion .  A s  
i l l u s t r a t e d  i n  F igure  1 ,  t h e  S t r i k e  
Zone f o r  t h a t  l e a d e r  is  a d i s c r e t e  
volume dependent e n t i r e l y  on t h e  
energy i n  t h e  l e a d e r .  High energy 
l e a d e r s  have s t r i k e  d i s t a n c e s  o f  up 
t o  180 meters f o r  t h e  common nega t ive  
p o l a r i t y  and as s h o r t  as about 15 
meters .  P o s i t i v e  s t r o k e  d i s t a n c e s  
are much longer .  From t h e s e  d a t a  it 
i s  ev iden t  t h a t  t o  provide a 100 per- 
cen t  e f f e c t i v e  c o l l e c t i o n  func t ion ,  
t he  SBT must be w i t h i n  t h e  s t r i k e  
zone of  t h e  lowest energy l e a d e r  and 
i t  must be t h e  most prominent streamer 
genera tor  w i t h i n  t h a t  zone. 

The des ign  problem i s  r e l a t e d  t o  t h e  
s i t e  s i t u a t i o n  as w e l l  as t h e  f a c i l i t y .  
Since t h e  p o r t e n t i a l  between t h e  :! 

l e a d e r  t i p  and t h e  c l o s e s t  streamer 
genera tor  (po in t  o r  sha rp  edge) w i l l  
be h i g h e s t ,  it w i l l  be t h e  s t r o k e  
terminus.  Th i s  premise is  t r u e  only  
i f  t h e r e  are no o t h e r  streamer gen- 
e r a t i n g  o b j e c t s  c l o s e  enough t o  
compete wi th  i t .  

Based on t h e  foregoing,  and t h e  
d e s i r e  t o  c o l l e c t  t h e  weakest s t r o k e ,  
i t  would appear t h a t  a s e p a r a t i o n  
d i s t a n c e  equal  t o  t h e  s t r i k e  d i s t a n c e  
would be  t h e  maximum s a f e  s e p a r a t i o n .  
Therefore ,  a spac ing  of no more than  
15 meters o r  approximately 50 f t .  
should be s a f e .  However, a 40 f t .  
s e p a r a t i o n  would o f f e r  a margin of  
s a f e t y .  

A proper ly  completed s t anda rds  based 
system which i s  composed of t h e  LEG 
Spl ine  B a l l  Ion ize r@ hybr id  system 

and w i l l  provide us  wi th  two modes of 
p ro tec t ion :  

1 .  A s t r o k e  prevent ion  mode t h a t  re- 
duces t h e  r i s k  of a s t r i k e  t o  the pro- 
t e c t e d  f a c i l i t y  i n  p ropor t ion  t o  t h e  
s i z e  of  t h a t  f a c i l i t y ,  t h e  s i z e  and 
number of SBI/SBT's used. 

NOTE: 
i s  used and t h e  number of u n i t s  are 
i n  t h e  o rde r  of 100 o r  more, t h e  r i s k  
of a s t r i k e  should be  less than  one 
chance i n  1000. That is  equal  t o  a 
DAS . 

When t h e  SBT/SBI based system 

2.  A S t roke  Col lec tor -Diver te r  Sys- 
t e m  t h a t  i s  f a r  supe r io r  t o  any system 
now i n  use because it c o l l e c t s  s t r o k e s  
e n t e r i n g  t h e  "protected" area from 
any d i r e c t i o n  and angle .  
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CIRCUIT PROTECTION DEVICES 
FOR T SIENT SUPPRESSION 

Richard Childers 
Electromer Corporation 

ABSTRACT 
Electrical Overstress (EOS) transients - brief but powerful voltage surges - are a major threat 
to virtually all electronics equipment. As electronics equipment becomes denser, and as chip 
geometries shrink, the likelihood of EOS transients increases. Therefore, more designers are 
using transient suppressors to protect electrical circuits from damage due to EOS threats such 
as lightning, electrostatic discharge, and electromagnetic pulses. 

Currently the major transient suppression devices are gas discharge tubes, metal-oxide varis- 
tors (MOVs), and zener diodes. The gas discharge tubes and varistors are designed to handle 
high energy transients while the zener diodes provide only low energy protection. Of these 
devices, no one type meets all the criteria of an ideal transient suppressor. 

Electromer Corporation has developed a series of transient voltage suppression components 
based on a patented, specially formulated PolyClamp@ material. PolyClarnp@ components are 
a new class of transient voltage surge suppressors that extend the range of protection offered 
by transients protectors. The PolyClamp@ transient surge suppressors provide low 
capacitance, high energy capability, and packaging flexibility. 

A wide variety of applications can be protected by PolyClarnp@. A tube and ferrule configura- 
tion is designed to be used with MIUAerospace style connectors and is designed to meet the 
applicable environmental, mechanical, and electrical requirements as defined by SAE, and 
United States and European defense standards performance requirements. This paper com- 
pares PolyClamp@ to current transient surge suppressors and describes typical performance 
and design. 

INTRODUCTION 
Transient suppressors of the type discussed above, as well as the Electromer PolyClamp@ 
devices, operate by shunting the incoming EOS transient to ground, thereby clamping the 
circuit voltage to a tolerable level. The transient suppression device is in parallel with the 
electronics circuitry to be protected. 

EOS transients can enter electronics equipment through several paths. Antenna cables and 
other signal lines are very susceptible to picking up EOS transients. Power supply lines, both 
AC and DC, are frequently carriers of the transients. In fact, virtually any cable or wire 
connected to the equipment is a potential path for transporting the EOS transient to the 
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sensitive electronics. Therefore, transient suppression is necessary at practically all inputlout- 
put lines to electronics equipment. 

The ideal transient suppressor is at a very high or infinite resistance during normal operating 
conditions and is essentially electronically invisible to the other circuitry. The presence of an 
EOS transient causes the ideal transient suppressor to rapidly switch to a low resistance state, 
shunting the transient to ground and preventing the other electronics circuitry from experienc- 
ing damaging overvoltage conditions. The transient suppressor is said to clamp the transient 
voltage to a safe level. Gas discharge tubes clamp the transient voltage to a very low level b 
creating a virtual short circuit to ground. Varistors and zener diodes as well as PolyClamp , 
have a specified voltage clamp level. 

2 

The ideal transient suppressor should have zero leakage current, very low capacitance, high 
energy handling capability, and response 'time in the sub-nanosecond range. PolyClamp* 
products can be tailored to very nearly meet these ideal specifications. 

In addition to the performance benefits PolyClamp@ components offer a packagin flexibility 
that is not available with gas discharge tubes, diodes, or varistors. PolyClamp transient 
suppressors are moldable into many configurations including tubes and ferrules, pin and 
ferrules, and arrays. The packaging flexibility allows form, fit, or function customization for 
packaging and cost advantages. 

% 

GE OF POLYC 
(a) Clamp Voltage 

PolyClamp@ clamp voltage, the voltage at which the device switches to a low resistance state, 
can be controlled both b formulation and by the dimensions of the device itself. Currently 
there are two PolyClamp formulations available. These formulations, combined with precise 
dimensional control, allow a broad range of devices to be made over a wide range of clamp 
voltages, 30 to 1000 volts. 

P 

(b) Energy Capability 

The typical energy handling capability of PolyClamp@ devices is approximately 10 Joule/cc. 
For applications requiring large energy dissipation, the size of the olyClamp@ device can be 
increased to accommodate the specific requirement. The excellent energy handling charac- 
teristics of PolyClamp@ make it a rugged device with broad applicability in transient suppres- 
sion applications. 

(c) Response Time 

An important feature of any transient suppression device is the response time to an EOS 
transient. This is especially true for fast rising transients. The rise time of a transient pulse 
can be thought of as the time for the transient to rise from essentially zero volts to the peak 
amplitude of as many as several thousand of volts. Fast rise times are usually considered 
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sub-nanosecond range. The nature of the PolyClamp@ performance is that of a foldback device 
with response times less than 100 nanoseconds. 

Size 22 

Size 20 

Size 16 

Size 12 

(D) Packaging Flexibility 

0.030 .033 0.073 0.300 

0.040 0.043 0.118 0.300 

0.062 0.066 0.141 0.300 

0.094 0.098 0.170 0.300 

PolyClamp@ is a moldable plastic semiconductor device, and because PolyClamp@ formula- 
tions are moldable, a wide variety of shapes and geometries can be fabricated. This is 
particularly desirable for nearly every application including connector inserts, printed circuit 
board traces, leaded devices, wire insulation, IC packaging, gaskets, housings, customer retrofit 
parts, etc. PolyClamp@ offers many advantages in its manufacture. The raw materials are 
generally standard and easily obtainable. Processing of the PolyClamp@ formulations is done 
by standard plastic processing technology. Finely divided powders are incorporated into a 
polymer matrix using Banbury or two-roll mill mixing. Curing of the polymer matrix is done 
according to usual procedures for the polymers used in the particular formulation. All 
materials are non-toxic and stable under widely varying conditions. 

A typical tube and ferrule PolyClamp@ specification and design follows: 

Voltage Clamp Range 50-90 Volt 
Response Time e 200 nanoseconds 
Energy Handling > 10 Joules/cc 
Capacitance e 10 picoFarads 
Off State Resistance 
On State Resistance 

> lo8 ohms @ 100 volts 
c 2 ohms 

Operating Temp. -55 to 155 “C 

4 
DIM: 

t- “1 

I Pindia. Adia. B dia. C 



DESCRIPTION OF EXISTING TRANSIENT SUPPRESSORS 

Below is a detailed discussion of varistors, zener diodes, and gas discharge tubes. 

Varistors 

Varistors are ceramic devices formed by sintering together metal oxide powders at high 
temperatures. The resulting solid material is composed of individual metal oxide grains 
separated from each other by grain boundaries of finite thickness. These grain boundaries 
contain various impurities and dopants important to the varistor operation. It is the grain 
boundaries, generally characterized as a Schottky barriers, that give rise to the voltage 
clamping characteristics. 

Because of the grain boundaries, varistors have inherently high capacitance, an undesirable 
feature for most applications. this high capacitance plus other factors cause varistors to have 
inadequate response times to fast rising EOS transients. The resulting voltage overshoot can 
be very damaging to the electronics equipment to be protected. 

Zener Diodes 

Zener Diodes are P-N semiconductor junctions which are specifically made to operate in the 
reverse breakdown mode in response to a voltage transient. Response times to EOS transients 
are generally quite fast. However a major problem is the energy handling capability. Because 
of its thickness and construction, the semiconductor junction of the zener diode has very low 
energy handling capability. Another consideration is the relatively high capacitance associated 
with the zener diode junction. 

In corn arison, the PolyClamp@ conduction mechanism is a bulk effect and therefore Poly- 
Clamp devices have substantially greater energy capability. 8 
Gas Discharge Tubes 

Gas discharge tubes are composed of a gas-filled tube enclosing two metallic conductors which 
are separated by a small gap. Under normal conditions the resistance between the two 
conductor is essentially infinite. When a large enough voltage is applied to the conductors, an 
arc is ignited across the gap and the conductors are virtually shorted together. The time to 
form and develop the arc can be quite long relatively to the rise time of an EOS transient, 
resulting in large voltage overshoots before the clamping effect takes place. The very slow 
response time renders gas discharge tubes inadequate for suppressing fast rising EOS tran- 
sients. 

Gas Discharge Tubes do not reset. This means that after triggering the internal electrical arc 
in response to an incoming transient, all power to the circuit must be removed in order to 
extinguish the arc and restore the Gas Discharge tube to its off state. PolyClamp@ automat- 
ically resets to high resistance when the incoming transient is past. 
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0 General Description of PolyClamp Devices 
PolyClamp@ Protection Devices are used as a parallel element in electrical circuits. A simple 
circuit diagram is shown below in Figure 1. 

Figure 1 - Simplified Circuit Using Voltage Clamping Device 

The source impedance Rs shown in Fig. 1 is present in all applications, although it may not be 
contained in a single circuit element as shown. For applications such as telephony, where long 
signal lines are involved, the source impedance is comprised of distributed resistance, 
capacitance, and inductance. For wiring in aircraft or buildings there are again distributed 
values which can effectively be combined into a single source impedance element for the 
present analysis. 

The role of source impedance is not always fully appreciated when discussing voltage clamping 
elements such as PolyClamp@ Protection Devices. The total voltage of the overvoltage 
transient is shared between the source impedance and the PolyClamp* Protection Device, the 
voltage clamping element. Example: using a PolyClamp Device with a rated clamping voltage 
of 30 volts, and an incoming overvoltage transient of 3000 volts magnitude, there would be a 
voltage of 30 volts at Point A in Figure 1. The rest of the transient voltage, 2970 volts, would 
be shared or dropped across the source impedance Rs. Thus the electronic equipment in 
Figure 1 is effectively protected from damaging exposure to excessive voltage levels. This 
example should help illustrate the role and importance of source impedance. 

Response to Lightning 
A typical lightning threat is illustrated in Figure 2. This pulse shape is described in ANSUEEE 
C62.41-1980 (formerly IEEE 587) 
and is often referred to as an 1.260 
waveform. The voltage level can be as 
high as 6000 volts with up to 3000 
amps of current. The 1.260 designa- 
tion refers to a rise time of 1.2 
microseconds and a fall time to 50% 
amplitude of 50 microseconds. 

Current 

Figure 2 - 1.260 Lightning Pulse 

t i m e  
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Figure 3 below illustrates the response of an ideal voltage clamping device to the lightning 
threat of Figure 2. Note the sharp clamping action, primarily because the Ideal Device 
responds instantaneously. In addition, the Ideal Device has virtually no capacitance, has an 
infinite off-state resistance, and is capable of absorbing extremely large amounts of energy. 

Figure 3 - Response of the Ideal Voltage 
Clamping Device Protection Device 

Figure 4 - Response of PolyClarnp@ 

Figure 4 above shows the response characteristics of the PolyClamp@ Protection Devices to 
the lightning pulse of Figure 2. The PolyClamp@ device is a foldback device with the I-V a w e  
shown in Figure 5 below. 

Cuncnt 
(5 ampddiv) 

VOlta&2 (S vollsldw) 
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PolyClamp@ Protection Devices have very low capacitance and handle large energy levels. 
Energy values of up to 10 joules per cc of material are within the capability of the devices. 
Depending on the device size, peak power levels of greater than 5000 watts are obtainable in 
connector applications. 

The response of a PolyClamp@ Device to longer lightning pulses, such as the 10x1000 pulse 
(10 microsecond risetime, 1000 microseconds to 50% amplitude) or the 50x500 pulse (e.g.) 
LEW-EFA-1 requirement), is essentially the same as in Figure 4 except of course that the 
clamp region lasts for a much longer time period. Below in Figure 6 are actual voltage and 
current responses to a 6,000 volt 1.MO lightning pulse. 

PolyClamp rcsponsc IO 

Voltage 
loo VdtS/div 

0 

0 time (50 pSw/div) 

Current 
20 Ampsldiv 

0 time (50 pSec/div) 

Figure 6 - PolyClarnp@ response to 1.260 Lightning Pulse. 
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Response to EMP/NEMP 
The oscillatory pulse characteristic of induced transients from the NEMP-EFA-1 test 
waveform (DEF STAN 59-41) is illustrated in Figure 7. This waveform in this Figure is a 
damped 30 Mhz pulse of several thousand volts amplitude. 

Figure 8 - Response of Ideal Voltage 
Clamping Device 

Figure 7 - EFA EMPLNEMP Pulse Figure 9 - Response of PolyClarnp@ 
Protection Device 

The response of the Ideal Volta e Clamping Device is shown in Figure 8, and the response 
characteristics of the PolyClamp Protection Device is shown in Figure 9. % 

The induced current with the PolyClamp@ Protection Device in the circuit (Figure 9) was 30 
amps. Note the PolyClamp@ Device exhibits a small "overshoot" at the front of the waveform. 
The switching speed to reach rated clamp voltage is typically 1/4 microsecond. 

Figure 9 illustrated the dramatic clamping action of the PolyClamp@ #22 Tubular Protection 
Device designed for use in connector applications. The low capacitance and low insertion loss 
makes this product ideal for avionics electronics. 
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ADVANTAGES OF PolyClamp OVER EXISTING TRANSIENT SUPPRESSORS 

Existing transient suppressors include varistors, gas discharge tubes, and zener diodes. The 
following Table compares the performance characteristics of existing transient suppressors 
with both the ideal device and with PolyClamp@. 

Compared to Spark gaps, Zener diodes, and MOV's, PolyClamp@ Products have: 

-Packaging Flexibility 

-Very High Energy Capability 

-Low capacitance (pF) 

-Highly reliable, rugged, single unit construction 

SUMMARY 
Awide variety of applications can be protected by PolyClamp@ Transient Voltage Suppression 
devices. The extremely low capacitance of PolyClarnp@ devices makes them well suited for 
use with network and high-frequency applications. In addition, wide service range and high 
energy-handling capability make them useful for low level data signal and heavy duty power 
protection. Performance stability demonstrated during MILSPEC performance testing, 
temperature extremes, and mechanical testing ensure reliability of the material and product 
configuration. 
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.. 
EVALUATING LIGHTNING HAZARDS TO BUILDING ENVIRONMENTS USING 

EXPLICIT NUMERICAL SOLUTIONS OF MAXWELL'S EQUATIONS * 

Richard S .  Collier, Paul M. McKenna and Rodney A. Perala 

Electro Magnetic Applications, Inc. 
12567 West Cedar Drive, Suite 250 
Lakewood, Colorado 80228-2091 

U.S.A. 
(303) 980-0070 

ABSTRACT 

Lightning hazards to buildings and their internal environments can be described in terms of electric and 
magnetic fields (and their time derivatives) and the resulting direct and induced electrical currents which are found 
in and around critical locations of the building during a lightning strike. The space and time distributions of such 
fields and currents follow solutions of Maxwell's Equations providing that appropriate initial and boundary 
conditions can be supplied in the regions of interest and that a method of solution can be applied. 

Building environments can be electromagnetically complex, because they consist of a variety of 
inhomogeneous materials (e.g.. concrete with rebar) which may be either conducting or partially conducting. In 
addition, the structures usually have metallic penetrations such as electrical cables or plumbing, as well as a 
lightning protection system including an earth ground of some type. 

The objective of this paper is to describe the lightning hazards to such structures using advanced 
formulations of Maxwell's Equations. The method described is the Three Dimensional Finite Difference Time 
Domain Solution. It can be used to solve for the lightning interaction with such structures in three dimensions 
and include a considerable amount of detail. Special techniques have been developed for including wires, 
plumbing and rebar into the model. 

Some buildings have provisions for "lightning protection" in the form of air terminals connected to a ground 
counterpoise system. It is shown that fields and currents within these structures can be significantly high during 
a lightning strike. Time lapse video presentations have been made showing the eIectric and magnetic field 
distributions on selected cross-sections of the buildings during a simulated lightning strike. 

1.0 INTRODUCTION 

Lightning hazards to building environments can be described in terms of electric and magnetic fields (and 
their time derivatives) and the resulting direct and induced eiecaical c m n t s  which are found in and around critical 
locations of the facility during a lightning strike. 

The space and time distributions of such fields and currents follow solutions of Maxwells Equations 
providing that appropriate initial and boundary conditions can be supplied in the regions of interest and that a 
method of solution can be applied. 

This paper describes the results of a numerical computer model which applies Maxwells Equations to 
describe a specified lightning attachment to a specific building or facility. The result shows how electromagnetic 
fields and currents are distributed in space and time in and near the facility during a simulated lightning strike. 
Time lapse video presentations have been made showing these distributions on selected cross-sections of the 
buildings. 

* Work sponsored by Picatinny Arsenal Under Contract # DAAA21-894-0176 

Presented at: 1991 International Conference on Lightning and Static Electricity, April 16 - 19, 1991, Cocoa 
Beach, Florih 
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Examples are given; 1. For an earth covered storage igloo with iron rebar reenforced concrete walls, and 2. 
For a rectangular building with cinder-block walls and a metal roof. Both structures have provisions for 
"lightning protection" in the form of air terminals connected to a ground counterpoise system. It will be shown 
that fields and currents within these structures can be significantly high during a lightning strike. 

2.0 DESCRIPTION OF THE NUMERICAL MODELS 

The numerical model of the structure and surrounding environment is based upon a finite difference time 
domain solution of Maxwell's equations. The solution technique is explicit and accurate to second order in the 
time and spatial increments, which in these models correspond to the three dimensional Cartesian coordinate 
increments as obtained by Merewether and Fisher El] with further discussion by Collier and Perala [21. 

A problem space containing the facility and surrounding environment is divided into rectangular cells. Each 
cell has a staggered spatial grid, as shown in Figure 1, composed of the vector components of E and H. There are 
approximately one million cells in the lightning strike problem spaces discussed in this paper. The cell 
dimensions Ax, Ay and Az are 12"x6x6" for the igloo and 6"xl2"x12" for the building. The field components in 
each cell are calculated numerically via the finite difference form of Maxwell's Equations [I]. 

MAXWELL'S EQUATIONS 

- - aH 

X 

p x + V x E  

- - aE 
E-+ OE - V x H 

Y at 

- V * E  - 

L 
Figure 1 Staggered Spatial Grid 

In addition to the appropriate boundary and initial conditions, the material properties at each cell location 
must be specified. This consists of the magnetic permeability, 1.1. in equation (1); the conductivity, o, in 
equation (2) and the dielectric constant, E, in equations (2) and (3). If the material is homogeneous within the 
cell (for example, volumes of air, soil, concrete, etc.) then the appropriate values of p, o, and E are included in 
the time advance equations for the cell in question. 

If the material properties are inhomogeneous in each cell (detailed structure, etc.) then a decision must be 
made on how to represent the properties in each cell. In some cases average properties are sufficient and in other 
cases they are not Special considerations are available for rreating apertures in metal walls and also for pipes and 
thin wires (radii much smaller than cell dimensions) which may run throughout the problem space. These pipes 
and wires can be carriers of high current. 

The buildings and facilities of interest usually have a great deal of "thin wire" situations in the form of 
signal and power lines, rebar in reinforced concrete, pipes, plumbing, metal poles, the lightning protection air 
terminals, down conductors, counterpoise, etc. 

The thin wires and rods are implemented in a self consistent fashion by making use of the telegrapher's 
transmission l i e  equations. The telegrapher's equations (3, (6) are a one dimensional solution of Maxwell's in 
terms of currents, Iw. and voltages,V,, on the wires, which are required to have diameters less than cell size 
(spatial increment). The per unit length inductances and capacitances are defined (7), (8) with respect to the cell 
size and the wire diameter, 2a. 
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The One Dimensional Transmission Line Equations arc 

where Lw and Cw is the incell inductance and capacitance of the wire per unit length. 

L w = g d n ( z )  

Gw is the in-cell conductance from the wire to the surrounding conductive medium 

The wire resistance per unit length, R,, is obtained by considering the surface conduction of the metal in 
question using the skin depth obtained for a frequency of 1 MHZ. The resistance for pipes, wire, iron rebar, etc., 
is normally on the order of lo9 Ohms/meter. In practice, the major results at early time seem to be relatively 
insensitive to variations of the resistance. 

In the computer code, the wires and pipes are embedded into the staggered grid and are driven by the electric 
field component (see equation (7)) calculated by the three dimensional solution of Maxwell’s equations. In order 
to maintain electrical charge conservation, this wire current must also be injected back into the driving electric 
field component as a source current via Maxwell’s Equation (2). At the interconnections, which are voltage 
nodes, Kirchoffs law is invoked. At locations where the wires are situated in the soil or concrete, the wires are 
in electrical contact with the soil or concrete with in-cell conductance given by Gw in equation (9). This is also 
true of the facility ground wire which is in contact with the so& 

Complex networks of thin wires (e.g., concertina or metal rebar mesh embedded in conducting concrete) are 
included in the model by a vectorized extension of the transmission line formalism. Vectorized average wire 
currents coincide with the electric field vectors in each cell and a corresponding average inductance and resistance 
is associated with each wire current vector. Six component tensors exist at the cell comers (nodes) describing the 
equivalent transmission line voltages, wire capacitance, and conductance to the embedding medium. A 36 
component connectivity tensor exists at each node describing the ways that wires are connected at the nodes. 

At the boundaries of the problem space, some termination condition must be applied to both the 
counterpoise extensions and the power and signal lines and metal pipes entering the problem space. The 
boundary condition is applied at current nodes and is the equivalent of the Mur boundary condition applied to the 
magnetic fields [2]. 

3.0 THE ~ ~ G H T N I ~ G  STROKE CURRENT WAVE FOR^ AND INJECTIO~ 

The’ problem is initiated by imposing a pre-determined lightning wave form from the top edge of the 
problem space to a specific point on the structure. In a typical computational case described below, the lightning 
C aveform is characteristic of a 1% stroke of negative lighming. The lightning current, I(t), is given as a 
function of time by 
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I(t) = 1.1 x 1 6  Sin2 A 
(10-6) 

0 t .5 x 10% 

- .J  x 10-6 
I(t) = 1 . 1 ~  16 sit$( -5  ) A 

5 x 10 

.5 x 10-6 < t 

which has a peak current of 110 kA occurring at .5 ps. The lighming current appears without propagation delays 
in a line of vertical elechic fields (E,) from the top of the computational volume to the attach point. The 
lightning current is injected into the electric fields by dividing the current by the cell area whose normal is 
parallel to the vertical direction. This becomes the source current density, J. in Maxwell's equation (2). A 
number of different parameters are studied: lighming stroke attachment location, soil electrical conductivity, 
structure w a i  rebar composition, and power box attachment at the walls and ceiling. These parameters are varied 
in order to provide environments based upon the range of situations which could be encountered. 

The computer model contains features of interest such as, soil, concrete, rebar, counterpoise, etc., which are 
included in the computer model in a modular form. These separate features may be included or excluded from the 
model by calling subroutines specific to the features desired. The compurations are performed on a CRAY I1 
computer. Typical run times are 1 hour of computer time for each microsecond of wal time. 

4.0 LIGHTNING STRIKE MODELS 

The analysis of the preceding sections has been applied to two smctutes: (1) an earth covered storage igloo 
with iron rebar reinforced concrete walls as shown in Figure 2 and, (2) a rectangular constructed building with a 
metal roof as shown in Figure 3. 

The igloo interior is completely surrounded with either metal or iron rebar which forms a "leaky" 
electromagnetic shield for the interior. A schematic drawing of the igloo vertical mid-cross-section is shown in 
Figure 4. 

The building is made of concrete block outer walls with no rebar, a metal roof, and concrete with rebar floor 
and inner walls with rebar. Thus the building cannot be considered as having a contiguous shielding effect. 

For both models the numerical computer output from a simulated lightning strike may be categorized as 
follows: 

1. 

2. 

3. 

4. 

5. 

Contour Plots - These are "snapshots in time" of the electric and magnetic field structures on a plane 
cross-section of the building at some time after the initiation of the strike. 

Time Dependent Plots - these are time dependent graphs of electric and magnetic fields at selected points 
in the problem space. Currents and voltages on thin wires and rods also have time dependent plots at 
selected points. 

Current Arrays - These are spreadsheet tabulations of wire currents in specific areas of the building. 

Field Maxima - These are computer searches at selected times to find the maximum electric and 
magnetic fields and the maximum time derivative of the magnetic field within a specified boundary 
inside the building. 

Time lapse video presentations showing the magnitudes of the electric and magnetic fields on specific 
plane cross-sections of the buildings. 
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Figure 2 Earth Covered Storage Igloo -- Lightning Strike Model 

.- 

Figure 3 Building - Right Side View With Window Screens and Lightning Protection 
System 
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Figure 5 shows a contour plot of the vertical mid-plane longitudinal cross-section of the igloo corresponding 
to the schematic in Figure 4. The electric field pattern outlines some of the prominent features of the igloo, Le., 
the z-cage, soil berm over the igloo, headwall, backwall, e& The vectors show the projection of the electric field 
vector at each cell onto the mid-plane at a time 1 after the initiation of the strike. The length of the vector 
is proportional to the logarithm of the electric field. The contour lines show lines of equal electric field 
magnitude labeled as powers of 10 of the field magnitude in volts per meter. For example, the line labeled 4.0 
represents field magnitudes of l0,OOO volWmeter. 

Figure 6 shows a contour plot on a vertical x-z plane of the building cutting through wire mesh on the 
window nearest the strike. The view is as if looking from the back of the building. The field patterns show 
essential geometrical features of the model, Le., roof, supporting I~beams, outer wall, efc, 

The window mesh, a wire grid covering the building windows, is being charged (note E-field vectors 
pointing away from the mesh) and appears tb focus the,elecmc field into the interior of the building. The field 
levels are very high within the building approachitrg 1 Megavolt/meter (contours are labeled as powers of 10 of 
the electric field magnitude). 

In this case, Figure 6, the lightning proteetion system is not connected to the metal roof. At .462 p, seconds 
the top of the roof is positively charged and the bottom of the roof is negatively charged. 

Figure 7 shows the effect of adding an I-beam (perpendicular to the contour plane) with a hanging metal 
cable hoist. The field at the bottom of the hoist is on the order of a few megavoltdmeter and represents a 
potential for arcing between the hoist and the floor rebar (or any other piece of grounded equipment). In this case 
the lightning protection system is in contact with the metal roof which is also in contact with the I-beam. 

Figure 8 shows time dependent plots, corresponding to Figure 7, of the lightning injection current (given by 
equations (12)), the electric field and wire voltage in the middle of the window screen, and the voltage between the 
hoist hook and the floor rebar. This is a case showing that connecting the lightning ptotection system to the 
building structure can enhance the hazard inside the building. 

5.0 TIME LAPSE VIDEO PRgSENTATIONS 

The video tape shows computer calculated electric and magtietic fields on two different vertical plane cross- 
sections of the igloo (see Figure 4). The presentation begins with a view of the right-hand side of a transverse 
cross-section and ends with a views of the longitudinal vertical mid-cross-section (see Figures 4 and 5 )  and a 
plane o€fset Erom the mid-cross-section. 

The data shown is calculated by a Cray 11 computer using a finite difference form of Maxweil's Equations. 
The resulting data pertinent to the video display is taken from the Cray I1 computet results and displayed on an 
IBM PC compatible EGA screen. These EGA screens have twice the resolution of the VHS video tapes. 

The graphic frames are displayed at a rate of about 3 frames per second. Each frame occurs in simulated real 
time in 50 nanosecond intervals. There are then 20 frames per I microsecond simulated real time showing the 
time development of the electric and magnetic fields for each typical computer run, The time is shown in the 
upper left-hand comer of the screen. 

The electric and magnetic field magnitudes are shown at each finite difference cell on the plane. The colored 
dots represent the field magnitude ranges at each cell. Vecsots centered on the dots also exist at each cell showing 
the direction of the field projection onto the plane. The scale of values are shown in the video tape. There are 
approximately 1 million fmim difference cells in the entire problem space. 

Thspeak magnitude of the lightning current is 110 KA and the rise time is .2 microseconds. The lightning 
attaches to the igloo on the rear lightning protection air tefminal near the vent chimney of the igloo. 

The charge collecting on the rebar may be noted by obsefving electric field vectors pointing away from the 
ceiling and back wall in both directions. 
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Figure 4 Igloo Vertical Cross-section at j = jm = 75 

Figure 5 Electric Field Vector and Magnitude Contour Plot for Vertical Mid-Cross- 
Section of Igloo 
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Figure 6 Electric Field Vector and Magnitude Contour Plot for a VerticaI Plane Passing 
Through the Window Mesh o? the Building 
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Figure 7 Electric Field Vector and Magnitude Plot for Building Showing the Effect of 
an Internal I-Beam and Metal Cable Hoist 
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It is noted that the largest fields are near the floor and are on the order of 100 Kvoltdmeter at 1 psec. This is 
due primarily to capacitive coupling of charge on the rebar which, again, is enhanced by electrical contact 
between the lightning protection system .and the igloo metal structure. 

6.0 CONCLUSIONS 

A numerical computer model of Ivkqwell's Equations has been applied to buildings typical of munitions 
storage and handling s t r u c ~ e s  to calculate potential hazards due to lightning saikes. It is seen that detailed 
electromagnetic field profiles and currents may be calculated which estimate in a realistic manner the hazardous 
areas in and around the facility. A time lapse video representation has been produced which shows the electric and 
magnetic field magnitudes on plane cross-sections of the building during a simulated lightning strike. 

7.0 REFERENCES 

1. Merewether, D.E., and R. Fisher, "Finite Difference Solution of Maxwell's Equations for EMF' 
Applications," Electro Magnetic Applications, Inc. Report, EMA-79-R-4, Final Revision, 1/15/82. 

2. Collier, Richard S. and Rodney A. P e d ,  "Evaluation of Lightning Hazards to Munition Storage Handling, 
and Maintenance Facilities with the use of Advanced Methods for Solutions of Maxwell's Equations," 
presented at the Twenty-Fourth DoD Explosives Safety Seminar, Adam's Mark Hotel, St. Louis, Missouri, 
28 - 30 August 1990. 

115-10 



VOLTAGES INDUCED ON A POWER DISTRIBUTION LINE 
BY OVERHEAD CLOUD LIGHTNING 
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Voltages induced by overhead cloud lightning on a 448 m open-circuited 
power distribution line and the corresponding north-south component of the 
lightning magnetic field were simultaneously msasured at the NASA Kennedy 
Space Center during the summer of 1986. 
calculated from the measured magnetic field, The electric field was then 

The incident electric field was 

used as an input to the computer program, EMPLIN, written and provided by Dr. 
F. Tesche, that Calculated the voltages at the two ends of the power line. 
EMPLIN models the frequency-domain field/power line coupling theory found, 
for example, in Ianoz et al. [l]. The direction of the source, which is also 
one of the inputs to EMPLIN, was crudely determined from a three-station time 
delay technique. 
measured voltage waveforms. 

We find reasonably good agreement between calculated and 
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ABSTRACT 

Voltages induced by overhead cloud lightning on a 448 m open-circuited 
power distribution line and the corresponding north-south component of the 
lightning magnetic field were simultaneously measured at the NASA Kennedy 
Space Center during the summer of 1986.  
calculated from the measured magnetic field. The electric field was then 
used as an input to the computer program, EMPLIN, written and provided by Dr. 
F. Tesche, that calculated the voltages at the two ends of the power line. 
EMPLIN models the frequency-domain field/power line coupling theory found, 
for example, in Ianoz et al. [l]. The direction of the source, which is also 
one of the inputs to EMPLIN, was crudely determined from a three-station time 
delay technique. 
measured voltage waveforms. 

The incident electric field was 

We find reasonably good agreement between calculated and 

I. INTRODUCTION & EXPERIMENT 

Lightning electromagnetic fields interact with electric power lines to 
induce currents and line voltages. There are two major types of lightning: 
ground flashes and cloud flashes. In general, lightning between cloud and 
ground causes higher voltages on power lines, either by direct strike or by 
the inducing effects of nearby events, than does lightning within or between 
clouds or from cloud to air (all commonly known as cloud lightning). 

results obtained from the time domain model developed by Agrawal et al. [ 4 ]  
were compared to the corresponding measured waveforms. 
reveals reasonable agreement. These studies were conducted for fields from 
distant ground lightning. 

lightning in that the source is elevated, producing total electric fields 
that are primarily horizontal, whereas in ground flashes at the same distance 
say 5 Km, the horizontal field component is, for the ground conductivity at 
the NASA Kennedy Space Center (KSC), about 30 to 50 times smaller than the 
vertical [5]. For this reason, cloud flashes can provide a unique simulation 
of the response of a power line to elevated electromagnetic sources such as 
nuclear weapons exploded in the upper atmosphere, so called HEMP, and to test 
available theory describing that interaction. In the present paper, an 
example of the measured induced voltages on an open-circuited 448 m long, 10 
m high power distribution line due to overhead cloud flashes will be compared 
with the predictions of the computer program EMPLIN which is based on the 
frequency domain model of field/power line interaction described, for 
example, in Ianoz et al. [I]. The results given in this example consist of: 

There have been several studies [e.g., 2-31 in which theoretical 

The comparison 

Overhead or nearly overhead cloud lightning differs from ground 

116-2 



(1) the measured induced voltages at both ends of the power line, (2) the 
measured north-south component of the horizontal magnetic field, and ( 3 )  the 
calculated incident electric field that was obtained from the measured 
magnetic field using the theory of the reflection of radiation fields from a 
finite conducting earth and specialized approximations [6]. The data were 
recorded on day 232 in 1986 at the Atmospheric Science Field Laboratory of 
the NASA Kennedy Space Center. For more details regarding the experiment, 
consult the paper in this conference by Rubinstein et al. 

11. DATA 

A lightning waveform was classified as a component pulse of a cloud 
discharge if it was one of the cloud radiation pulses that have been 
documented by Krider et al. [7], Weidman and Krider [8], and Levine [9] and 
if the pulse peaks of the induced voltages at the two ends of the power line 
were of opposite polarity, an important characteristic of the response of an 
open-circuited power line to an elevated source producing essentially 
horizontal electric field [6]. About 385 cloud discharge events were 
identified. 

111. ANALYSIS 

To model the measured voltages for an overhead cloud event using the 
EMPLIN code, values for the conductivity CT, the elevation angle 9, the 
azimuth angle 4 ,  and the polarization angle a (see Figure 1) need to be 
chosen. 
three stations are the two end voltages of the line and the north-south 
component of the magnetic flux density, to determine crudely the direction of 
the source. 
the direction angles, such as comparing the properties of the measured end 
voltages for the particular cloud event with the ideal voltage response given 
in Yacoub [ 61 . 
magnetic field, the corresponding calculated incident electric field, and the 
measured east-end and west-end voltages of the open-circuited line for a 
typical cloud discharge waveform. 
the direction angles was first reduced to the smallest region possible using 
the factors mentioned earlier. 
combinations of a, a, and 4 in that region, searching for the best fit to the 
measured voltage waveshapes. 
within a certain range to change subtle waveform characteristics, such as 
pulse widths and sudden and narrow amplitude variations. 
conductivity changes the overall amplitude of the induced voltages as well as 
the relative amplitudes of adjacent peaks. 

was: a - 350", 4 = go",  and @ = 80". Conductivities of 1.6x10", 1.0~10-~, 
0.5~10-~, and 0.25~10-~ were tried with the above combination of angles. 
results are shown in Figure 3. Figure 3 clearly shows how, as we decrease 
the conductivity from 1.6~10-~ to 0.25~10'~, the pulse peak structure at the 
east and west ends of the line changes to best resemble the measured voltage 
responses in Figure 2. Also, note that the overall amplitude of the voltage 
responses in Figure 3 increases as the conductivity is decreased. Again, the 
conductivity of 0.25~10-~ gives the best comparison in overall amplitude and 

We were able to use a three-station time delay technique, where the 

Other factors also helped us in narrowing the ranges chosen for 

Figure 2 shows the north-south component of the measured horizontal 

In the example given, the combination of 

The next step was to try different 

The conductivity of the ground was then varied 

Varying the 

The combination that gave the best similarity to the measured voltages 

The 
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waveshapes between the calculated and measured voltages. Better amplitude 
agreement between theory and experiment is obtained if we double the 
calculated field. Reducing the elevation angle of the source reduces the 
overall amplitudes of the calculated voltages and also change the relative 
amplitudes of the initial pulse to the adjacent same polarity pulse. This is 
illustrated in Figure 4 where an elevation angle of 40" is used. 
results in a voltage decrease of an order of magnitude, worsening the 
agreement with experiment. 

This 

IV. DISCUSSION 

We have presented an example of a test of the computer code EMPLIN 
using induced voltages on a 448 open-circuited power distribution line from 
overhead lightning. In spite of the many parameters involved in the coupling 
of the overhead electromagnetic waves to the power line; the limitations 
experienced in determining the direction of the incident electric field to an 
acceptable degree of accuracy; the lack of exact knowledge of effective site 
conductivity for reflection of overhead electromagnetic waves; and the fact 
that the incident electric field, the input to EMPLIN, was not available for 
the cloud discharge events and had to be calculated from the north-south 
horizontal magnetic field component; we were able to show that EMPLIN can 
predict, fairly well, the induced voltage waveshapes on power lines from 
elevated sources while there is a factor of two discrepancy between 
calculated and measured voltage amplitudes. 
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GUIDELINES FOR A PROPOSED LIGHTNING PRQTECTION POLICY 
OF A GOLF ASSOCIATION OR TOURNAMENT SPONSOR, 

by Dr. Charles C. Hillyer 

WHY SHOULD A LIGHTNING PROTECTION POLICY BE FORMULATED? 
Lightning causes many deaths and injuries on golf courses every year I Players, contestants, caddies, spectators, officials and sponsors of golf events need to take-every precaution for the protection of persons against lightning, 
Recently, a decision by an Appeals Court in the State of Tennessee awarded a large damage claim to the survivors o f  three men killed by l i  htning while playing golf on a course 
focus of wldespread attention to the role of Management Risk Responsibility regarding Lightning Protection and Safety, 
The Decision was based on four points of Failure to Provide: 

1, A Lightnin Protection Policy, 
2, Lightning B rotection Information, 
3 1  Lightning Warning, 
4 I Lightning Shelters , 

The following guidelines and comments will attempt to address these items of "Failure to Provide," Individual critique and 
comments are solicited and will be welcomed, 7 

Golf Associations have supported several programs of research on the-early detection and warning of lightning, While many significant improvements have been made in this area, we are convinced, in recognition of the unpredictable nature of lightning, there is no equipment, instrumentation or other Known method that can guarantee completely fai lsafe advance warning for lightning strikes, 
During 1991, several Golf Associations will continue to conduct on site evaluation of various detection devices, One of these devices is relatively simple to operate and is very affordable, the M-10 Lightning Detector, develo ed by Airborne Research Associates of Weston, Mass, instrument is being appraised by the Southern Golf Assn, the 
USGA, PGA, the TPC tour events and others, 

owned by the State of 7 ennessee, This decision has drawn the 

Y his new 
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Page 2, 

It must be understood by all persons associated with golf tournaments, and other outdoor applications, that these instruments are operated on an experimental basis, They can detect lightning, but do not pinpoint its location, Distance from the observer to the lightning strike must be calculated 
by timing the interval between an audible signal from the instrument to the sound of its thunder as received by the observer This is called TOFTI , (Time-Of-Flash-Thunder- Interval I 1 Approximately five seconds between flash and thunder indicates one mile, etc, 
This technique will work in the early stages of a storm when 
l i  htnin is not too frequent, because it is necessary to be 
lightning which caused it, When lightning is quite frequent, 
this can not be done, However, at such a stage it is obvious that a storm exists, The early first detection stage is important , 
These instruments have capability to detect lightning under adverse visibility conditions and may adjunct, even if in this area alone, can also provide on site data supplemental to that from NOAA/NWS, the FAA and other reliable sources o f  severe weather information, 

ab Y 9  e to dentify the specific thunder sound with the 

to be a valuable 

Contestants, officials and spectators, should be encouraged to learn, practice and apply the principles of TOFTI in order to assist in the ursuit of their personal responsibility for 

Dili ent effort will be made by the Tournament Committee to 
greatest extent of the r abi ity, However, due to the unpredictable nature of individual lightning strokes, the Sponsor and/or the Host Club must not be expected to assume res onsibility for property or hysical loss or damage from 
lig R tning or other adverse weat R er factors, (This paragraph, in particular, may need editing with a fine tooth comb by the Sponsor and Host Club legal advisors, 1 

evaluation of lig R tning proximity, 
prov 4 de weather and 11 htnin information and warning, to the 9 9  

THE ULTIMATE RESPONSIBILITY FOR AN INDIVIDUAL'S PROTECTION 
AND SAFETY, IS THE RESPONSIBILITY OF THE INDIVIDUAL, 
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Page 31 
A LIGHTNING ALERT: Will be instituted when weather forecasts 
and local observations indicate Thunderstorms in the areo, 
A LIGHTNING WATCH: Will be instituted when Lightning has 
been detected and determined to be within ap roximately 
(15 miles ??? 1 of the olf course, 
condition, all personnel w.ill be alerted to seek visual 
detection of an lightning, Its azimuth from the individual 
report this information to the Tournament Chairman immed i ate 1 y I 

The Llg R tning Watch will 
be issued by radio to a 9 1 Committee personnel, 
observer and ca Y culation o f  its distance by use o f  TOFTIJ and 

Under this 

DISCONTINUING PLAY: IMPORTANT! IT SHOULD BE MADE CLEAR 

FROM LIGHTNING PRIOR TO SOUNDING THE DISCONTINUE PLAY SIREN, 
AND UNDERSTOOD, THAT: THE COMMITTEE CAN NOT AND DOES NOT 
IMPLY, TO ANY DEGREE, THAT THERE IS ANY ASSURANCE OF SAFETY 

THE SIREN IS SOUNDED TO ADVISE THAT PLAY IS NO LONGER 
PERMITTED after that time, and proceedure is then in 
accordance with provisions under the Rules of Golf, 
REMINDER: The USGA Rules of Golf, page 105, under Protection 
of Persons Against Lightning: "Attention is called to Rules 
6-8 and 33-2dl" "The USGA suggests that players be informed 
that they have the right to stop ploy if they think lightning 
threatens them, even though the Committee may not have 
specifically authorized it by signal ,'' 
DISCONTINUE PLAY: When lightning is determined to have 
struck within varying distances of the course, depending on 
the speed of approaching storm, and numerous other factors, 
the Discontinue Play Sirens will be sounded as three successive wails and may be repeated, At that time, it is 
mandatory that play be suspended, The contestant must then elect, at his/her own discretion; to either mark and lift the 
ball at that time, or, he/she may complete the hole being 
played, The contestant must then seek shelter without delay; 
the nearest, safest shelter available, 

(See TAKING SHELTER, USGA Poster reprint on page 4 A  

This question involves such a high degree of sensitivity and 
disagreement that it has been practically impossible to 
elicit definite answers, 

WHEN SHOULD THE DISCONTINUE PLAY SIREN BE SOUNDED? ? ? ? ? 
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Page 4, 

Much of thls disa reement may be attributed to wides read lack of adequate 9 nformation and insufficient compre 1 ension of the behaviour of lightning, There is also rave concern, on the part o f  man increasin their 1 llti ational factors through 
decision on safety parameters when stated in miles or minutes, The decision to "blow the siren" is usually dismissed as a "judgement call", A judgement based on WHAT? 

In considering the "Failure to provide information", as stated in the Tennessee Decision, one might well consider that by Witholding information on the basis for the "Judment call" it could backfire, Thereby, the sponsor would be at reater fault and would have increased the factor of iability and liti ation, In my Opinion, that information Should not be with eld, since denial of its use could diminish the ability for the individual's Judgement to determine his don er and need to seek safety measures for 

It is the author's further opinion that in eneral, when lightning is within approximately 5 miles 0 B the laying area, the course should be clear of personnel, Ths parameter is, of course, subject to many variables, including speed of the approaching storm, evacuation time to available shelter, etc, However, there are some who feel that the 5 mile parameter is far too conservative, while from the standpoint of others, it would be considered much too liberal, Thereupon lies a wide range o f  disagreement, 
NOTE: Lightning does not necessarily travel to earth beneath the apparent thundercloud: indeed, a high percentage of ground discharges occur at the edges of the clouds or from wisp Clouds near the main convective cloud, Another example of t K is is that lightning can come to earth from the high cirrus anvil "blow-off" cloud at the top of thunderstorms and ma travel many miles or tens of miles downwind from the centra Y portion of the storm, "Residue clouds" at the middle altitudes formed at the latter stages o f  thunderstorms also cause lightning many miles away from the original storm clouds, Note that regions downwind of thunderclouds are subject to such lightnin approaching, Clouds can be hazardous When they are , 10 or more miles away, depending on conditions, Therefore, the o f f  icial upon whose judgement rests the decision to discontinue play must be keenly aware that a l i  htnin stroke may reach ground at a widely variable distance rom t e ground vertically below its cloud source, Thus, some eneral considerations for discontining play when the last ca 9 culated lightning strike is within 6-10 miles, 

over the possibi 9 ity of their 
over 9 y precise terms for the use o ! what 

i? 9 

protection from 1 9 ghtning, 



Page 5, 

RESUMING PLAY: Play should NOT be resumed until there has been substantial evidence that the trailing edge o f  the thunderstorm has passed no less than several, perhaps 5 - 6 miles distant and its forward progress has been determined to be in a direction downwind and away from the playing area, 
Play MAY NOT be resumed until the Committe has issued the Resume Pay Siren, One long wail of the siren, This signal may be repeated, 
WARNING POSTERS: The Lightning Posters published by the USGA are readily available, Recommendation is made that these osters should be required, with distribution to include: F he Clubhouse, Pro Shops, Locker Roo s, Practice Range, Starters Tents, Rangers, Tennis Foci ities, Swimming Pool Area, Snack Bui ldings, Maintainance arn, Cart Barn and in each on Course Shelter, 
SHELTERS: The USGA Li htning Safety Posters provide this information clearly, information of locations o f  specific shelters and the maximun capacity for each shelter, Evacuation ZONES may be provided, to insure access to the assigned shelters within minimum time/distance availability and to avoid overcrowding of the facilities, Golf carts must NOT occupy space within these shelters if access for human occupancy is jeopardized, diminished or excluded, This informotion may be published, provided to each contestant and displayed with each USGA poster 8 

TEMPORARY SHELTER FACILITIES: (During tournaments and other 
s ecial events, Upon lon range advisory of anticipated 
School Buses, or the like, to be placed at strategic locat ions about the golf course, to provide supplementary emergency shelter for contestants, caddies and equipment I 

provide a permanent s ren or i! orn wa ning system that is audible at every point o f  the golf c se, The Host Club should be advised o f  the new necessi for such a system and the advantages a permanent system wo afford its members, 

f he Host Club can provide supplemental 

t R understorms, a Host Clu E may arrange for several large 

AUDIBLE WARNING SYSTE : Ever effor should be made to 

THE ULTIMATE RESPONSIBILITY FOR AN I D~VIDUAL'S PROTECTION 
AND SAFETY, IS THE RESPONSI~~LITY OF THE ~NDIVIDUAL~ 



Page 61 

Supplementary Note: protection policy would admitted1 be quite a bit to expect a contestant to read, However, wit 6 the increased significance of liability for sponsors it may be worthwhile to consider: 
a, At the time of contestant Registration, distribute a copy of the full content of the Lightning Protection Policy to each contestant, In that manner, the contestant will have been provided with the policy information8 In addition, this would provide an u dated source of some much needed general informat ion on 1 i behaviour, and to help protect t Then, of course, we must leave the of assimilating and applying the judgement ot the individual 

THE ULTIMATE RESPONSIBILITY FOR AN INDIVIDUAL'S PROTECTION 
AND SAFETY, IS THE RESPONSIBILITY OF THE INDIVIDUAL, 

A four or five page lightning 

vidual and for t 

(or), 
b, The full content of  the Li htning Protection Policy 

Sponsoring Organization, and the Host Club Committee, The contestants could then be provided with an abridged edition of the Policy, to the extent considered necessary ( ??? I  for their individual informat ion assimilation and protect ion and for the liability protection for the Sponsors, 

may be provided to the Officers and 1 irectors of the 

( and 1 

c, That a Committee be appointed and charged with the responslbility of final formulation and management o f  the ultimately adopted Lightning Protection Policy, 

Prepared by Dr, Charles C, Hillyer, President, Communications And Weather Research Foundation and Director o f  Research and Development, Southern Golf Association, March 1991, This paper/proposal is submitted in the Form of presentation of some Guidelines for the purposes of study and refinement by those who ma realize the need of establishing a Lightning Protedction F olicy, 
3tt  ADDtNDUM NtXT PAGE: 



Page 7, 

ADDENDUM : 
On April 22, 1991, after this paper had been presented, the author received supplemental legal information, On April 8, 
1991, a release for publication was issued, advising that a new decision has been made on the rulings in the litigation referenced in the aper, The earlier Appeals Court decision has been reversed E y the Supreme Court of Tennessee, 
Accordingly, further appraisal on this aspect of the paper 
will be necessary, The results of additional study will be presented at a later date, 
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ABSTRACT 

Recently Nucci et al. [l] compared five return stroke models using an 
identical current at the channel base of each. Diendorfer and Uman [ 2 J introduced 
a new model which reproduces remarkably well the experimentally observed 
characteristics of the fields both close to and far from the return stroke 
channel. Both Nucci et al. [l] and Diendorfer and Uman [2] used a channel base 
current that is typical of measured subsequent stroke current Qf both natural 
lightning and triggered lightning. Though the channel base current adopted in' 
each paper is within the range of measured currents , they differ in the detailed 
wave shape. The first part of this paper compares the calculated fields of the 
Traveling Current Source (TCS), Modified Transmission Line (MTL), and the 
Diendorfer-Uman (DU) models with a channel base current assumed in Nucci et al. 
fl] on the one hand and with the channel base current assumed in Diendorfer and 
Uman [l] on the other hand. The characteristics of the field wave shapes are 
shown to be very sensitive to the channel base current, especially the field zero 
crossing at 100 km for the TCS and DU models, and the magnetic hump after the 
initial peak at close range for the TCS model. In the second part of the paper 
the DU model is theoretically extended to include any arbitrarily varying return 
stroke speed with height and a brief discussion is presented of the effects of 
an exponentially decreasing speed with height on the calculated fields for the 
TCS, MTL, and DU models. 

INTRODUCTION 

There are a number of lightning 
return stroke models that have been 
used to calculate remote electric and 
magnetic fields given an assumed 
current at the base of the channel and 
an assumed speed of the return stroke. 
Nucci et al. [l] compared five of the 
most used models, namely, Bruce-Golde 

(BG), Transmission Line (TL), Master- 
Uman-Lin-Stadler (MULS), Travelling 
Current Source (TCS), and Modified 
Transmission --Line (MTL) models, 
assuming similar currents at the 
channel base. For the assumed channel 
base current, all of the models gave 
reasonable values of fields although 
the charge and current distributions 
along the channel were quite different 
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for the different models. Nucci et al. 
(11 also discuss the reasons for the 
differences in the calculated fields 
for the different models and the 
ability of the models to reproduce the 
measured characteristics of the fields. 
Nucci et al. [l] did not deal with the 
influence of the variability of the 
channel base current on the predictions 
of the models, but a general discussion 
on the subject is available in Cooray 
and Orville [ 31 , though not specific to 
the models discussed here. Also, 
Diendorfer and Uman [ 2 ] ,  after 
introducing a new model (henceforth 
called the DU model), discuss the 
influence of the some of the channel 
base current parameters on the 
calculated fields. Although Nucci et 
al. [l] and Diendorfer and Uman [2] 
each assumed a channel base current 
that is typical of the measured 
currents for subsequent strokes inboth 
natural and triggered lightning, the 
two current wave shapes differ in 
detail. In this paper we compare the 
calculated fields for the TCS, MTL, and 
DU models assuming both the current 
adopted by Nucci et al. [l] and the 
current adopted by Diendorfer and Uman 
[2] (henceforth called the Nucci 
current and the DU current, 
respectively) and show that some of the 
characteristics of the fields predicted 
by the models are very sensitive to the 
current waveshape assumed at the 
channel base and, further, that the 
extent of variation in the 
characteristics of the field depends on 
the specific model. Finally, we extend 
the DU model theoretically to include 
return stroke speed variation as an 
arbitrary function of height and 
present calculated fields for the 
specific case of an exponentially 
decreasing return stroke speed with 
height for the TCS , MTL, and DU models. 

RESULTS 

The Nucci current and the DU 
current are compared in Fig.1. The DU 
current has a narrower peak, a small 

hump after the peak, and a faster decay 
than the Nucci current. The small 
differences in peak currents and front 
rise times influence mostly the field 
rise times and peaks and do not 
influence significantly the overall 
wave shape of the fields. For field 
calculation with the MTL model a 
current decay constant of 2000 m is 
assumed which is the same as in Nucci 
et al. [l]. When fields are calculated 
with the DU model, two time constants, 
0.6 ps and 5.0 p s ,  are adopted just as 
in Diendorfer and Uman [ 21 . Fig. 2 shows 
the electric fields at a distance of 
100 km for the DU current and the Nucci 
current and a constant return stroke 
speed of 1.3e08 m/s. From Fig.2a it is 
seen that with the DU current at the 
channel base the TCS model field (line 
2) crosses zero around 50 ps while it 
does not cross zero within 100 ps with 
the Nucci current (curve 5). Similarly, 
the DU model field crosses zero around 
55 ps with the DU current at the 
channel base (curve 3) while it does 
not do so within 100 ps with the Nucci 
current (curve 6 ) .  The choice of base 
current does not appreciably affect the 
zero crossing time (around 30 p s )  of 
the MTL model fields (curves 1 and 4 ) .  
Also note that for the given channel 
base current the TCS and DU model 
fields are different only for the first 
30 ps or so, and after that they are 
almost the same with the DU fields 
being slightly higher. Fig. 2b shows the 
same fields as in Fig.2a for the first 
5 p s .  The initial peak fields are 
higher with the DU channel base current 
for all the models. The initial peak 
fields are the smallest for the DU 
model, less than half of the TCS model 
values and slightly greater than half 
of the MTL model values. Figs. 3a and 3b 
show, respectively, the electric and 
magnetic fields at a distance of 5 km 
for the models with a constant return 
stroke speed of 1.3e08 m/s and with DU 
and Nucci currents at the channel base, 
For a given model the fields produced 
by the DU current at the channel base 
are larger for the first tens of 



microseconds, but becomes less than the 
fields produced by the Nucci current at 
the channel base at later times. For a 
given base current the electric fields 
produced by the TCS and DU models are 
very similar (see the pairs 2, 3 and 5, 
6 of Fig.3a) after about 20 p s ,  with 
the electric fields of the TCS model 
always being larger than the 
corresponding DU model electric fields. 
The magnetic fields for the TCS and the 
DU models are roughly equal after about 
40 us for the given channel base 
currents (see Fig. 3b). Also for the 
fields at 5 km, the magnetic hump after 
the initial peak of the TCS model is 
more prominent with the DU current than 
with the Nucci current (see Fig.3b). 

The DU model was derived for a 
constant return stroke speed in 
Diendorfer and Uman [ 2 ] .  The DU model 
can be generalized to include a 
variable return stroke speed that is an 
arbitrary function of height. It can be 
shown mathematically [ 41 that the 
return stroke channel current i(z',t), 
where z '  is the height above the 
ground, is given by 

i(z',t) - i(O,t+z'/c) 
- i (0, z '/Vav( z ' )+z ' /c) 

where Yav(z') is the return stroke 
speed averaged over a height z' defined 
by 

dz" j' V(Z") 
0 

c, the speed of light, and 7 ,  the time 
constant for discharging the charge on 
the leader. An exponential decrease in 
speed given by 

V ( z ' )  = V*exp[-(z'/A)] (3 )  

where V is the speed at ground level. 
The factor X in equation (3)  is a 

constant whose value is chosen as 2000 
m. The speed at ground level is taken 
as 1.3e08 m/s for all three models. The 
DU current is assumed at the channel 
base for the purpose of comparing the 
fields produced from the constant speed 
case with the variable speed case. The 
other parameters of the three models 
are the same as previously given. 

Fig.4 shows the effect of an 
exponentially decreasing speed on the 
electric fields produced by TCS, MTL, 
and DU models at 100 km. The zero 
crossing time of the TCS and DU models 
are earlier by about 15 ps (compare 
curves 2, 3 with 5 ,  6 respectively), 
but the zero crossing time of the MTL 
model is not affected very much. Also 
the hump after the peak of the TCS and 
DU model fields are less prominent with 
a decreasing speed. 

DISCUSSION 

After a time of about 35 ,us the DU 
channel base current amplitude is 
smaller than the corresponding Nucci 
current and at 100 ps the DU current is 
only about half of the Nucci current. 
The lower channel base currents at 
later times results in lower currents 
along the channel at later times for 
all the models. Hence the fields 
produced at 5 km by a given model for 
the DU current at the channel base are 
smaller than the fields produced by the 
Nucci current at the channel base after 
the first few tens of microseconds. The 
fields at 100 km are dominated by the 
radiation term caused by the time rate 
of change of current all along the 
channel. As discussed in Nucci et al. 
[l] , the time derivative of the current 
is positive at the return stroke wave 
front for the TCS and MTL models and 
negative at all points below the wave 
front for the TCS model and a few 
meters below the wave front (because of 
the finite rise time of the current) 
for the MTL model. For the DU model the 
time derivative of the current is 
positive at the wave front and a few 
meters below it and negative at all 



other points. The fields at 100 km 
cross zero at the time that the 
contribution to the fields from the 
negative current derivatives become 
dominant. The amplitude of the 
derivative of the current is determined 
by the amplitude, rate of rise, and 
rate of decay of the current. With the 
DU current at the channel base, the 
amplitude of the currents at later 
times along the channel are smaller for 
all the models, and hence there are 
earlier zero crossing times (by more 
than 50 p s )  for the TCS and DU models. 
The zero crossing time of the MTL model 
is not very sensitive to the channel 
base current because in the MTL model, 
as the current from ground travels up 
the channel, it decays exponentially 
and the current value and its 
derivative at the top sections of the 
channel are only a small fraction of 
their values at the bottom sections, 
irrespective of the current at ground. 
For the same return stroke speed at 
ground, a decreasing speed with height 
delays the time at which the return 
stroke wave front reaches a given 
height, which in turn causes the 
smaller currents at the tail of the 
channel base current to appear at 
lesser height when compared to the 
constant speed case. This also causes 
the field at 100 km to cross zero 
earlier (by about 15 ps for an 
exponential speed decay constant of 
2000 m) for the TCS and the DU models. 
The zero crossing of the MTL model is 
not very sensitive to the assumed 
variation in speed for same reason 
mentioned above. 

CONCLUSION 

The fields calculated by the three 
return stroke models studied are 
sensitive to the channel base current 
characteristics and to the return 
stroke speed, but the different models 
respond in varying degrees to the above 
parameters. The differences in the 
predictions may be experimentally 
measurable. In that case, design of an 

experiment for the simultaneous 
measurement of the return stroke speed, 
the channel base current for long 
duration, and the fields, both close 
and far from the channel might allow a 
determination of the best existing 
model or could make possible the 
development of a better model. 
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Fig.2a Electric f ie lds  at 100 km of the MTL, TCS, and DU models 
with currents shown in Fig.1 at the channel base. Note 
the difference in time at which the fields cross zero. 
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Fig.4 Electric fields at 100 km'of the MTL, TCS, and DU models 
with DU channel base current for the cases of constant 
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ABSTRACT 

A test technique was developed to assess various grounding 
system concepts used for mobile facilities. The test technique 
involves applying a high current pulse to the grounding system 
with the proper waveshape and magnitude to simulate a lightning 
return stroke. Of concern were the step voltages present along 
the ground near the point of lightning strike. Step voltage is 
equated to how fast the current pulse is dissipated by the 
grounding system. The applied current pulse was produced by a 
high current capacitor bank with a total energy content of 80 
kilojoules. A series of pulse tests were performed on two types 
of mobile facility grounding systems. One system consisted of an 
array of four 10 foot copper-clad steel ground rods connected by 
1/0 gauge wire. The other system was an array of 10 inch long 
tapered ground rods, strung on stainless steel cable. The tests 
were performed by personnel from the Wright Laboratories Aero 
Propulsion and Power Directorate and the 1839 Engineering 
Installation Group of the Air Force Communications Command. The 
tests were performed adjacent to a concrete pad at the top of what 
is known as the Accelerated Runway in Area B, Wright-Patterson 
AFB. This paper focuses on the pulse test technique used and its 
relevance to actual lightning strike conditions. 

INTRODUCTION 

A series of tests using high current pulses similar to 
lightning return strokes were performed to evaluate the risk to 
personnel and equipment from the step potentials generated near 
grounding systems during lightning strikes [l] Two types of 
grounding systems were evaluated. One system employed the 
conventional long ground rod and the other used a short rod. A 
low resistance to ground was achieved by the short rod system by 
employing a larger- number of ground rods than 
type - the conventional 

LIGHTNING SIMULATION TEST 

The tests were conducted to determine the 
the grounding systems in dissipating the energy 
stroke. The more rapidly the lightning currents could be 
dispersed throughout the soil the lower the step potentials would 

effectiveness of 
from a lightning 
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be. The problem facing the test program was that in actual use a 
grounding system would not have the current return path as in the 
test circuit. In reality the lightning currents would disperse 
into the ground. This phenomenon had to be duplicated to some 
degree to insure that the test was realistic and was valid. The 
following sections describe the test setup and how this current 
dispersion was achieved and validated. 

TEST SETUP 

Current Pulse Generator. The current pulse was produced by a 
generator consisting of two capacitor banks, each with a 
capacitance of 8 microfarads. Each capacitor bank can be charged 
to 100 kilovolts resulting in a total charge voltage, when 
triggered, of 200 kilovolts and a resultant capacitance of 4 
microfarads. Total energy content of the pulse generator is 80 
kilojoules. The output current waveshape was a damped sinusoid 
with parameters such as current rate-of-rise, peak magnitude and 
fall time determined by generator capacitance, C, total circuit 
inductance, L and circuit resistance, R. The current pulse 
generator is shown in Figure 1 in place at the test site. 

Test Site and Ground Svstem. The test site had to be an open area 
with standard soil conditions with approximate earth resistivity, 
p of 10' to l o 3  ohm-meters. The site had to be large enough to 
accommodate a ground rod system and have the simulated lightning 
return stroke currents dissipate evenly into the surrounding soil. 
There could not be any drainage pipes, electrical conduits or 
unknown buried debris where the ground array was located. 

The test site chosen was adjacent to the top of the 
Accelerated Runway, a sloping concrete area in Area B at Wright- 
Patterson AFB. At the top of the Accelerated Runway there is a 
level concrete pad. This was an ideal location for the AC power 
generators, the capacitor banks producing the simulated lightning 
pulse and supporting control equipment, and the van housing the 
data acquisition equipment. The ground systems tested were placed 
in the soil adjacent to the concrete pad so that the length of the 
leads from the capacitor bank were kept to a minimum. An effort 
was made to maintain a low inductance test circuit by using 12" 
wide aluminum flashing for the leads. The return lead to the 
capacitor bank was not directly connected to the ground array. 
Instead, a separate rod was driven to a point below the soil 
surface and adjacent to one of the array ground rods and the 
return lead was attached to this separate rod. What was then 
created was a gap below the surface that the pulse current had to 
arc across. This circuit configuration encouraged the pulse 
current to diffuse into the soil and not flow along the wires 
connecting the ground rods on the surface. 
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INTERACTION OF LIGHTNING RETURN STROKES AND GROUND ROD SYSTEMS 

When lightning strikes a ground rod or ground rod array a 
situation exists as shown in Figure 2. The current, I, disperses 
radially in a hemispherical fashion [ 2 ] .  The current density, J, 
in amperes per square meter, at a distance, X, in meters from the 
center of the hemisphere is: 

J= - I Amgs/me ter 
27tx2 

If p is the resistivity of the earth in ohm-meters, the current 
density produces an electrical-field strength, E, given in volts 
per meter as: 

E=~J=Z vol ts/meter 
275x2 

The step potential, V, created by the current pulse on the surface 
of the ground is a line integral of the E field strength from the 
point of attachment to any distance X. If: 

then: 

With the step potential directly proportional to soil resistivity 
and lightning current, and inversely proportional to distance from 
the lightning strike, the step potential between point a and point 
b as illustrated on Figure 2 can be minimized by insuring that the 
lightning current will flow along a good conductive path which 
includes the ground rods, interconnecting leads and low soil 
resistivity. 
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TEST TECHNSQUE VALIDITY 

As noted previ-ous,Jy,the test was perf-ormed with an additional 
gap located below ground. When the,pulse generator was triggered 
the pulse current would flow along the ground rod system and into 
the ground. Evidence of this taking place was found when the 
ground .rod adjaceqt t o ,  the return path, sod. was dug up. , pitting 
and discoloration of the ground rod was  observe^ at t 
where arcing would occur. The breakdown of that gap below ground 
can be observed as discontinuity on the measured step potential 
waveshape. Figure 3a and 3b show an applied current pulse and a 
step potential. The voltage waveshape is upheld until the buried 
gap breaks down and then is abruptly truncated. This buried spark 
gap would not exist in reality but for the first tens of 
microseconds an accurate simulation takes place where the test 
results can be recognized as valid data. Also, pitting and 
burning were detected where the steel wire ground lead interfaces 
with the short ground rods. This is evidence of the simulated 
lightning current arcing from the leads to the ground rod to 
ground. In actuality, this is what would happen as the currents 
flow to ground and disperse through the soil. 

Further proof of validity is shown by viewing Figures 4a and 
4b, showing the locations where the step potentials were measured. 
Profiles of these voltages are shown in Figures 5a and 5b. The 
voltages are highest near the point of current application. They 
decrease and increase in relation to how close the measured 
voltages are to the ground rod. When the step voltage is measured 
outside of the ground rod configuration a gradual decrease is 
observed. If all current were flowing on the ground rod 
interconnecting wires no discernible step voltage would be 
observed. 

CONCLUSIONS 

There are many factors that determine whether or not a good, 
low impedance ground system can be formed. Soil characteristics 
are a dominant factor. The proper moisture content and 
granularity are important to insure low impedance. Resistance to 
earth measurements of the ground system can insure the system is 
properly installed. This paper has shown that a high current 
pulse technique can be used in addition to the resistance to earth 
measurements to depict a ground system under the dynamic effect of 
a lightning strike. Through a controlled dispersion of the 
simulated lightning currents and measurements of surface step 
voltages the proper safe design of a ground system can be 
attained. 
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Fig. 1, CURRENT PULSE GENERATOR 

F i g .  2. LIGHTNING CURRENT DISPERSION IN EARTH SHOWN AS CURRENT 
DENSITY, J, AT X DISTANCE FROM POINT OF LIGHTNING 
ATTACHMENT 
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Fig .  3a. APPLIED LIGHTNING CURRENT 
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Fig. 3b. MEASURED STEP POTENTIAL, 
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Fig. 4b. LONG GROUND ROD SYSTEM 
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